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Combined Auditory and Vibrotactile Feedback
for Human–Machine-Interface Control

Elias B. Thorp, Eric Larson, and Cara E. Stepp, Member, IEEE

Abstract—The purpose of this study was to determine the ef-
fect of the addition of binary vibrotactile stimulation to continuous
auditory feedback (vowel synthesis) for human–machine interface
(HMI) control. Sixteen healthy participants controlled facial sur-
face electromyography to achieve 2-D targets (vowels). Eight par-
ticipants used only real-time auditory feedback to locate targets
whereas the other eight participants were additionally alerted to
having achieved targets with confirmatory vibrotactile stimulation
at the index finger. All participants trained using their assigned
feedback modality (auditory alone or combined auditory and vi-
brotactile) over three sessions on three days and completed a fourth
session on the third day using novel targets to assess generaliza-
tion. Analyses of variance performed on the 1) percentage of tar-
gets reached and 2) percentage of trial time at the target revealed
a main effect for feedback modality: participants using combined
auditory and vibrotactile feedback performed significantly better
than those using auditory feedback alone. No effect was found for
session or the interaction of feedback modality and session, indi-
cating a successful generalization to novel targets but lack of im-
provement over training sessions. Future research is necessary to
determine the cognitive cost associated with combined auditory
and vibrotactile feedback during HMI control.

Index Terms—Auditory, electromyography, human–machine in-
terfaces (HMIs), vibrotactile.

I. INTRODUCTION

H UMAN–MACHINE interfaces (HMIs) translate user in-
tent into control signals used to operate machines such as

computers or assistive devices. Currently there are many HMIs
that can provide a means of communication for patients with
locked-in syndromewho have little or no remaining motor func-
tion [1]–[4]. Despite this, HMIs are not widely used outside of
specialized clinical or research settings because they often have
poor performance in everyday situations.
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In research settings, multiple HMIs have achieved successful
real-time 2-D control, such as moving a computer cursor
on a screen using measurements of brain activity [5]–[8]. In
achieving this type of real-time closed-loop control of ad-
vanced HMIs, feedback from the HMI to the user is essential.
Visual feedback is the most often used feedback modality,
offering intuitive control and high performance. Despite this,
there are some substantial disadvantages of employing visual
feedback. Visual feedback systems can be cumbersome since
they often require an external monitor. Additionally, use of
visual feedback requires the user to exert constant visual atten-
tion. For instance, performance using a visually guided HMI
has been shown to substantially decrease in the presence of
distracting visual stimuli [9]. Thus, visual feedback may not be
ideal for practical HMIs that need to be effective in situations
where visual attention may be needed for other tasks. Use of
alternative feedback modalities such as auditory or vibrotactile
feedback may facilitate the translation of HMIs from research
laboratories to patient homes.
Unfortunately, previous use of auditory feedback for HMI

control has produced mixed results, depending on the nature of
both the HMI and the auditory feedback provided to the user
[10]–[16]. Many auditory-based HMIs rely on an elicited brain
response to make discrete decisions (e.g., P300). The partici-
pant listens for a sound with known characteristics and when an
auditory stimulus is presented that matches these characteris-
tics, a measureable brain response is evoked that is used to con-
trol the interface. These studies have shown that individuals can
achieve control of HMIs using only auditory stimuli [10]–[12],
[16]. However, only a few studies have used continuous audi-
tory feedback for control of HMIs [13], [15], [17], [18]. De-
spite some systems producing somewhat promising results, all
of them are outperformed by similar HMIs that use visual feed-
back.
For instance, Nijboer et al. [13] asked healthy individuals

to control their sensorimotor rhythms as measured with elec-
troencephalography (EEG) in real-time using either auditory
or visual feedback. Participants were given either visual feed-
back in the form of a cursor moving up and down on a screen
or auditory feedback in the form of increases and decreases in
sound level. The average performance of participants given au-
ditory feedback was 56%, compared with 74% in the partici-
pants given visual feedback. Similarly, Pham et al. [15] inves-
tigated healthy participants’ ability to control slow cortical po-
tentials (SCPs) using either continuous auditory feedback con-
sisting of a tone with increasing or decreasing frequency, or con-
tinuous visual feedback consisting of a cursor moving up and
down on a screen. Although participants were able to use audi-
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tory feedback to control the HMI with SCPs, control was more
accurate using visual feedback. These studies suggest that audi-
tory feedback for HMI control is possible, but that simple strate-
gies in which feedback is provided in the form of changes in
sound amplitude and frequency (pitch) that are linearly mapped
to the user’s motor intent may not be adequate to achieve the
control possible with visual feedback.
There is some evidence that leveraging human speech per-

ception may result in more effective auditory feedback for HMI
control [17], [18]. Guenther et al. [17] trained an individual
with locked-in syndrome to actively control vowel synthesis
using signals measured with intracortical electrodes. Control of
brain activity in 2-D was mapped to the first and second for-
mants (f1 and f2) of real-time vowel synthesis. By placing tar-
gets at f1–f2 values associated with American English vowels,
they were able to exploit the perceptual magnet effect, in which
continuous changes are mapped to distinct learned categories
(i.e., vowels) [19]. Similarly, Larson et al. [18] asked partici-
pants to perform 2-D control of vowel synthesis using surface
electromyography (sEMG). Participants (native American Eng-
lish speakers) were presented targets that either corresponded
to vowels from American English (categorical) or vowel-like
sounds not part of American English (noncategorical). The au-
thors found that individuals given categorical auditory targets
performed significantly better than those given noncategorical
targets at reaching trained targets as well as reaching novel un-
trained targets (auditory-motor generalization). These results
suggest that auditory feedback implemented via vowel synthesis
may provide effective feedback for HMI control.
Another appealing feedback modality for HMIs is vibrotac-

tile stimulation. Like auditory feedback, it is simple to imple-
ment, safe, does not rely on constant visual attention [20], and
has been previously used successfully in HMIs [9], [21]–[23].
Muller–Putz et al. [22] showed that by attending to one of two
tactors a steady-state somatosensory evoked potential could be
extracted to control a HMI. Similarly, work has shown that vi-
brotactile stimulation can be used to evoke a P300 event-related
potential [21], [23]. Alternatively, other studies have used vibro-
tactile stimulation as feedback for continuous HMI control.
Various levels of performance have been achieved using vi-

brotactile feedback as a primary feedback modality or as an ad-
junct to visual feedback. Cincotti et al. [9] used directional vi-
brotactile feedback (stimulating either the left or right of the
participant) for an EEG-based HMI control and showed similar
performance using vibrotactile feedback relative to visual feed-
back. Additional work by Chatterjee et al. [24] asked partici-
pants to perform motor imagery of either their left or right hand
using vibrotactile feedback consisting of a frequency modulated
pulse train; increases in right hand motor imagery corresponded
to increases in pulse frequency. Subjects achieved an average
performance of 56% with a maximum of 72%. This result is
somewhat promising; however, amplitude modulated vibrotac-
tile stimulation has been shown to provide superior HMI con-
trol compared to pulse train frequency modulated vibrotactile
stimulation [25]. This suggests that even higher performance
could be attained with a similar system using alternative vibro-
tactile stimulation strategies. In sum, these studies suggest that
vibrotactile stimulation may be an effective feedback modality

for HMI control. Additionally, a high level of success has been
shown for using vibrotactile stimulation to augment visual feed-
back [26]–[30] for HMI control. Thus, use of vibrotactile feed-
back may be especially beneficial when coupled with auditory
feedback to develop a HMI based on multimodal (audio-tactile)
feedback.
In fact, many previous studies have explored the use of mul-

tiple feedback modalities [15], [26]–[33]. Simple tasks such as
reach, grasp, or object manipulation that employ both visual
and tactile/haptic feedback have shown the most promising
effects of multimodal feedback [26]–[28], [32], [33], while
other studies have shown deterioration of performance [15],
[30], [31]. Specifically, Rosati et al. [34] found that combining
auditory and visual feedback resulted in improved performance
during learning of tracking motion exercises. However, they
found that performance worsened when multiple visual feed-
back paradigms were presented, demonstrating the advantage
of multimodal feedback while highlighting the importance of
not over saturating sensory channels. This wide range of results
is likely due to the nature of the underlying tasks as well as
the particular formulation of the feedback modalities—and
so far, no studies have directly compared the effectiveness of
combining vibrotactile with auditory feedback for HMI control.
The goal of this study was to assess the effect of adding bi-

nary vibrotactile stimulation to continuous auditory feedback
(vowel synthesis) for HMI control. The present study expanded
a previously designed auditory-based HMI [18] by adding vi-
brotactile feedback. The task consisted of trying to achieve cat-
egorical targets (American English Vowels) using 2-D control
of facial sEMG [18]. For simplicity, the HMI system employed
in this study utilized sEMG for control: a safe, easy, and non-
invasive technique to measure the electrical activity of muscles
[35]. The impact of augmenting auditory feedback with binary
vibrotactile stimulation for HMI control was explored by com-
paring performance of individuals using only auditory feedback
to the performance of individuals using combined auditory and
vibrotactile feedback. We hypothesized that the multimodal vi-
brotactile and auditory feedback would lead to higher perfor-
mance than auditory feedback alone.

II. METHODS

A. Participants

Sixteen healthy young adults participated in the experiment.
All subjects were native speakers of American English with no
history of speech, language, or hearing problems. Their average
age was 21.5 years . Participants were randomly
divided into two experimental groups: one received auditory
and vibrotactile feedback and the other received only auditory
feedback. Each group consisted of eight participants (four fe-
male). All participants completed written consent in compliance
with the Boston University Institutional Review Board

B. sEMG Data Acquisition

Two double differential sEMG electrodes (Delsys DE3.1)
were placed bilaterally over the left and right side of the or-
bicularis oris muscle (see Fig. 1) such that the electrode bars
were perpendicular to the muscle fibers. A ground electrode
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Fig. 1. Electrodes were placed over the right and left side of the participant’s
orbicularis oris muscle.

was placed on spinous process of C7. The skin was prepared
with alcohol and peeling (exfoliation) to reduce the skin-elec-
trode impedance [36]. The sEMG signals were pre-amplified
(1000 ) and filtered using a Delsys Bagnoli system (Delsys,
Boston, MA, USA) with low and high cutoffs of 20 and 450
Hz, respectively. sEMG signals were digitalized and sampled
at 44,100 Hz using either a Fast Track Pro USB (M-Audio, Inc.,
Cumberland, RI, USA) or a FP10 (Presonus Audio Electronics,
Inc., Baton Rouge, LA, USA). Both systems have comparable
input specifications.
The sEMG signals were windowed using a 2048-sample Han-

ning window. The power estimates of the left and right sEMG
channels within each window were mapped to the f1–f2 (first
and second formants) space by using the maximum voluntary
contractions (MVCs) of the left and right side of the orbicularis
oris muscle. The MVCs were calculated as the maximum power
from the left and right sEMG channel over four maximal con-
tractions. The f1 axis (300–1200 Hz) and the f2 axis (600–3400
Hz) were linearly mapped to 10%–85% of the MVC for right
and left sEMG channels, respectively. The sEMG signal was
smoothed over time using a decaying exponential filter with a
1 s time constant.

C. Auditory and Vibrotactile Feedback

Auditory feedback consisted of a continuous vowel sound
(with varying f1 and f2) generated using the Synthesis ToolKit
[37] implementation of a Klatt Synthesizer [38]. The first
and second formants of the vowel synthesized corresponded
to power of the right and left sEMG, respectively. Auditory
feedback was played over a small speaker placed in front of the
participant at a comfortable listening level.
Vibrotactile feedback was generated using a precision haptic

10 mm linear resonant actuator (LRA; Precision Microdrives
Limited, London, U.K.) placed on the distal pad of the right
index finger of the participant. The LRA was driven by a sine
wave at a frequency of 175 Hz (the resonant frequency of the
LRA). The driving sine wave signal was digitally generated
using the Synthesis ToolKit [37]. This stimulation frequency is
easily perceptible on the distal pad of the finger [39] and was
reported as such by all participants. The digital signal was con-
verted to an analog driving output using the Presonus FP10 at
44100 Hz. The signal was then amplified using the ART Pro
MPA II as well as the TA105 (Trust Automation, Inc., San Luis
Obispo, CA, USA). Vibrotactile stimulation was presented to
the participants only when participant was achieving the target.

Fig. 2. Target locations in the vowel space. The x and y axes represent the fre-
quency of the first and second formants respectively. Light pink ellipses (solid
lines) denote the training target locations (/I/, /u/, and / /) while the dark blue
ellipses (dashed lines) denote the generalization target locations (/i/, /æ/, and
/o/).

Fig. 3. Timing diagram for each trial. A 2-s cue was played followed by a 2-s
pause. Continuous auditory feedback was then presented for 15 s or until the
target was achieved and held for 1 s. There was a 1-s pause between trials.

D. Experimental Design

Participants completed four sessions over three consecutive
days. Sessions lasted 30–45 min depending on the individual’s
performance. The first three sessions were identical and served
as training sessions. Participants were trained during the first
three sessions to manipulate their sEMG to achieve the three
training vowel targets /I /, /u/, and / / (e.g., “bit,” “boot,”
and “pot”). The fourth session (generalization) occurred on the
third day, immediately following session three. During the gen-
eralization session, participants were given three novel target
vowels /i/, /æ/, and /o/ (e.g., “beat,” “bat,” and “boat”). The lo-
cations of the targets in the vowel space can be seen in Fig. 2.
Each session consisted of 40 trials for each of the three target
vowels (total of 120 trials). At the beginning of each trial, the
target vowel was played for 2 s while the token word was dis-
played in the center of the screen. After a 2-s gap, the partici-
pant was given 15 s to find and hold the target. The trial ended
when the participant held the target vowel for 1 s or the 15 s
time limit was reached. If the participant left the target vowel,
the 1-s timer was reset; thus, a successful trial only ended when
the target vowel was held continuously for 1 s. The token word
remained in the center of the screen for the entire duration of
the trial. See Fig. 3 for trial diagram.

E. Data Analysis

Participants were scored based on their ability to achieve each
of the target locations within the trial period. “Performance”
was calculated as the percent of trials during each session for
which the target vowel was achieved. Additionally, the metric
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Fig. 4. Performance (% of targets achieved) as a function of session. Lighter
(blue) bars indicate performance of participants given combined auditory and
vibrotactile feedback. Darker (black) bars indicate performance of participants
given only auditory feedback. Error bars represent one standard error. Sessions
1–3 were training sessions and session 4 was the generalization session, which
consisted of novel targets. No paired (post hoc) tests were performed because
there was no significant main effect of session.

“target time” was calculated as the mean percentage of time
during each trial that the participant was able to hold the target
vowel; this value can range from 0% (never achieving the target
vowel) to nearly 100% (moving immediately to the target vowel
and holding it for 1 s). Finally, “Reach Time” or the mean time
needed to initially reach each target location was calculated.
Calculations of performance, target time, and reach time were
computed offline using custom software in MATLAB (Math-
works, Natick, MA, USA). Statistical analysis was performed
using Minitab Statistical Software (Minitab Inc., State College,
PA, USA). A two-factor analysis of variance (ANOVA)was per-
formed on performance, target time, and reach time to assess the
effect of feedback modality (auditory alone versus combined
auditory and vibrotactile), session (1–4), and the interaction of
feedback modality session. All statistical analyses were per-
formed using an alpha level of 0.05 for significance. The effect
sizes were quantified using the squared partial curvilinear cor-
relation [40].

III. RESULTS

Fig. 4 shows the mean performance as a function of session
for the two feedback groups. Using combined auditory and vi-
brotactile feedback, participants were able to achieve an av-
erage performance of 76.6% across all ses-
sions. By comparison, participants using only auditory feedback
achieved an average performance of 62.7% . The
individual performances of participants using combined audi-
tory and vibrotactile feedback ranged from 56.2% to 91.7%,
while the individual performance scores for participants only
using only auditory feedback ranged from 49.8% to 79.2%. A
two factor ANOVA on performance (Table I) revealed a main
effect for feedback modality : participants using
combined auditory and vibrotactile feedback performed signif-
icantly better than those using auditory feedback alone. No sig-

TABLE I
PERFORMANCE ANOVA

Fig. 5. Target Time (% of total trial time that target was held) as a function of
session. Lighter (blue) bars indicate target time of participants given combined
auditory and vibrotactile feedback. Darker (black) bars indicate target time of
participants given only auditory feedback. Error bars represent one standard
error. Sessions 1–3 were training sessions and session 4 was the generalization
session, which consisted of novel targets. No paired (post hoc) tests were per-
formed because there was no significant main effect of session.

TABLE II
TARGET TIME ANOVA

nificant effect was found for either session or the interaction of
feedback modality and session ( , both). The effect size

for feedback modality was in the medium to large range
(0.19) [40].
The mean target time as a function of session for the two feed-

back groups can be seen in Fig. 5. The mean target time across
all sessions for participants using both auditory and vibrotac-
tile feedback was 7.5% whereas the mean target
time across all sessions for participants using auditory feed-
back alone was 5.1% . Individual average target
times ranged from 6.0% to 10.6% for participants using both
auditory and vibrotactile feedback and 3.7%–9.2% for partic-
ipants using only auditory feedback. A two factor ANOVA of
target time (Table II) showed a significant effect of feedback
modality but no effect of session or the interaction
of feedback modality and session ( , both). The effect
size for feedback modality was in the large range (0.22) [40].
Participants using combined auditory and vibrotactile feedback
showed increased target times compared with participants using
auditory feedback alone.
The average reach time is shown in Fig. 6. Participants who

received both auditory and vibrotactile took an average of 4.08 s
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Fig. 6. Reach Time as a function of session. Lighter (blue) bars indicate per-
formance of participants given combined auditory and vibrotactile feedback.
Darker (black) bars indicate performance of participants given only auditory
feedback. Error bars represent one standard error. Sessions 1–3 were training
sessions and session 4 was the generalization session, which consisted of novel
targets.

TABLE III
REACH TIME ANOVA

to reach the target while participants given
only auditory feedback took 4.72 s. A two factor ANOVA of
reach time (Table III) revealed a significant effect of feedback
modality with a moderate effect size (0.081). Par-
ticipants given both vibrotactile and auditory feedback achieved
significantly lower reach times compared to participants given
only auditory feedback. There was no significant effect of ses-
sion, or the interaction of session and feedback modality.

IV. DISCUSSION

The goal of this study was to investigate the effect of adding
binary vibrotactile feedback to an auditory-based HMI. We
hypothesized that participants given combined auditory and
vibrotactile feedback would perform better than participants
given only auditory feedback. In fact, consistent with some
previous studies incorporating multimodal feedback [26], [27],
[32], [33], our results show that the addition of vibrotactile
feedback significantly improved all three metrics studied: per-
formance (the ability of individuals to achieve targets), target
time (the ability of participants to hold at the target), and reach
time (the time needed to get to the target).

A. Effects of Vibrotactile Stimulation

Compared to auditory feedback alone, combined auditory and
vibrotactile feedback significantly increased both the perfor-
mance and the target time and decreased reach time, i.e., par-
ticipants were able to achieve a higher percentage of presented
targets more quickly, and could hold those targets for a longer

portion of the trial time. Increases in target time (or the per-
centage of each trial that the target vowel was achieved) with the
addition of vibrotactile feedback is likely a result of individuals’
ability to hold achieved targets once they have located them in
the auditory space: once they find the target, vibrotactile stimu-
lation signals that they should stop changing motor activity and
hold their current activations steady. The increased number of
achieved targets due to the addition of vibrotactile feedback and
the fact that targets were achieved faster is more interesting,
since moving to and achieving targets happens prior to stim-
ulation. While the lack of tactile stimulation prior to achieving
a target provided subjects a form of feedback to alert them that
they had not yet achieved a target, it is likely that participants
were able to use confirmatory vibration after achieving early
trials to quickly learn auditory-motor mappings and thus im-
prove performance in achieving targets in later trials.
These results are consistent with the findings of several

studies that have shown increases in performance with com-
bined continuous visual and haptic feedback [26]–[28], [32],
[33]. These results however are in contrast with other previous
studies that found no increase in performance when combining
multiple feedback modalities [15]. This difference is likely
due to the nature of the feedback used in each experiment.
Studies that have shown decreased performance when using
multimodal feedback often ask the user to attend to both feed-
back modalities simultaneously. For instance, Pham et al. [15]
suggested that multiple simultaneous feedback modalities led
to selective attention, decreasing performance.
The current study aimed to use two nonconflicting forms of

feedback in an attempt to reduce the cognitive load of the par-
ticipant. The primary (auditory) modality was used to locate tar-
gets in the perceptual space and confirmatory vibrotactile stimu-
lation was used to signal task success to aid in holding the target
once it was reached. In this way, participants could switch at-
tention between the two modalities based on which was most
salient and/or useful for the current portion of the task. To fur-
ther achieve simplicity in feedback mappings, categorical audi-
tory targets were chosen, which leverage the perceptual magnet
effect for learned vowel targets [19]. These targets have previ-
ously been shown to bemore effective and intuitive compared to
other auditory feedback mappings [17], [18]. The increased per-
formance of participants given vibrotactile and auditory feed-
back suggests that participants were not overburdened cogni-
tively and were able to effectively exploit the advantages of the
multimodal feedback.

B. Effect of Session

Some previous studies [17], [41] have shown that increased
training time with augmentative feedback leads to increased
performance. Although Fig. 4 suggests a potential trend for
learning in the auditory only group over sessions 1–3, statistical
analysis did not show a significant effect of session or the
interaction between session and feedback modality on any of
the three metrics studied. Participants did not perform signif-
icantly better during later sessions, indicating that learning
did not occur over multiple visits. These results suggest that
the combination of auditory and vibrotactile feedback used by
these participants allows for immediate utilization for motor
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tasks, without the need for an extensive training period. The
lack of an effect of session also suggests high generalization
from training to novel targets during session 4. Overall, these
findings suggest that the auditory and tactile feedback modali-
ties employed in this study are intuitive, simple to understand,
and easily generalizable.

C. Clinical Implications

The present study demonstrates that combining auditory and
vibrotactile feedback could be exploited to design HMIs with
high performance and short training times. This finding has
implications for the design of HMIs for practical applications.
Performance when using HMIs, especially those that rely solely
on auditory feedback, is currently too poor for widespread user
acceptance. The current work shows that by adding simple
binary vibrotactile feedback, auditory-based HMI performance
can be significantly increased. In fact, the performance of the
current system is comparable to performance using HMIs to
control a cursor in 2-D that rely on real-time visual feedback
[5], [42]–[44]. When using the current system with auditory
and vibrotactile feedback, participants were able to achieve an
average of 76.6% of the targets. Performance using recorded
brain signals (e.g. EEG, EcoG, and intracranial electrodes) to
control 2-D cursor movement with full visual feedback has
ranged from 62.6% to 82.25% [5], [42]–[44]. While some
of these studies used noisier control signals than the sEMG
employed in the current study, the high performance achieved
with audio and vibrotactile feedback is encouraging. Addi-
tionally, current HMIs can have very slow learning curves
and can take a long time to achieve maximum performance
[45]. By combining simple vibrotactile feedback with auditory
feedback, higher performance may be available rapidly without
the need for prolonged training. This may increase both the
accessibility and acceptance of HMIs and is especially relevant
when designing HMIs for home use. Based on the observation
that users were able to achieve more targets using auditory-tac-
tile feedback (where reading the targets occurred before the
tactor vibrated), it might even be advantageous to train subjects
initially using multi-modal feedback (e.g., auditory-tactile)
even if the final HMI relies on feedback from only one sen-
sory modality. Another key disadvantage of current HMIs
employing visual feedback is the intrusive hardware necessary
to display the feedback. Visual feedback systems depend on
conveying visual information to the user, which currently relies
on use of an external monitor. This can be cumbersome and
bulky and often hinders natural communication. Auditory and
vibrotactile feedback are attractive, however, because they can
be discreetly relayed to the user. Auditory feedback can be
easily delivered by headphones; vibrotactile feedback can be
delivered using small, lightweight tactors, including advanced
designs that can cheaply provide independent modulation
of both the amplitude and frequency of vibration [46]. Both
auditory and vibrotactile feedback can be applied during ev-
eryday situations with minimal interference or intrusion. Thus,
vibrotactile and audio feedback may be more intuitive for
users and may reduce interference of the HMI with real-world

communication. Future work will assess user preferences and
determine the cognitive attention necessary to utilize auditory
feedback with and without vibrotactile feedback compared
with visual feedback.

V. CONCLUSION

This study investigated the effect adding binary vibrotactile
feedback to continuous auditory feedback in the form of vowel
synthesis for HMI control. Using sEMG to control the HMI,
participants trained over three sessions on three days and were
tested on novel targets in a fourth session on the third day. The
addition of vibrotactile feedback significantly improved both
the ability of individuals to achieve targets as well as their ability
to hold targets. No effect of session or the interaction between
session and feedback modality was found, indicating that per-
formance did not improve over the multiple sessions. Perfor-
mance achieving targets was comparable to previous studies
using visual feedback for 2-D HMI control. Future research is
necessary to determine the cognitive cost associated with com-
bined auditory and vibrotactile feedback relative to visual feed-
back during HMI control.
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