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Abstract—It has been shown that incorporating augmentative
vibrotactile feedback can improve performance of a virtual ob-
ject manipulation task using finger movement. Vibrotactile sensory
substitution for prosthetic applications, however, will necessarily
not involve actual finger movement for control. Here we study the
utility of such feedback when using myoelectric (EMG) signals
for control, and demonstrate task improvement and learning for
a force-motion task in a virtual environment. Using vibrotactile
feedback, a group of unimpaired participants (N = 10) were able
to increase performance in a single session. We go on to study the
feasibility of this method for two prosthetic hand users, one of
whom had targeted muscle reinnervation allowing the augmenta-
tive feedback to be perceived as if it were on the absent hand.

Index Terms—Electromyographic-controlled prosthesis, haptic
display, sensory feedback, upper extremity prosthesis.

I. INTRODUCTION

WHILE prosthetic hands typically provide little direct sen-
sory feedback of forces encountered in the environment,

closed-loop prosthetic control can improve performance and
help compensate for control uncertainty [1]. Force feedback in
particular has been identified as a priority for increasing the
usability of myoelectric prostheses [2]. In addition, there is ev-
idence that incorporation of haptic feedback in prostheses can
result in increased self-attribution of the body part [3]. Prosthetic
users currently must rely on indirect means of determining how
much force is being applied to an object, such as vision or
simply experience and practice. The use of visual feedback for
estimating manipulation forces requires constant attention, suf-
fers from occlusion, and is unreliable for inelastic objects or in
the dark. While some users might be able to use the vibrations
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caused by the motors of their prosthetic hand as a cue, intention-
ally providing augmentative sensory feedback has the potential
to improve prosthesis control by allowing the user to directly
sense task-relevant forces.

It is technologically possible to sense fingertip forces in real
time, with many groups successfully integrating these technolo-
gies into prosthetic hands, e.g., the cybernetic hand [4], [5].
These capabilities have yet to be widely adopted in commercial
products, in part because it is not yet clear how to provide feed-
back to users so they can optimally integrate the information
for sensorimotor control. Though there is progress for a variety
of feedback paradigms ranging in invasiveness and expressive-
ness [6], there is an immediate role for noninvasive methods.
We suggest that vibrotactile stimulation is cheap, noninvasive,
and could be easily implemented into existing prosthetic tech-
nologies as augmentative sensory feedback of fingertip forces.

Previous applications of vibrotactile feedback for object ma-
nipulation have produced inconsistent outcomes, but results
have been difficult to compare due to the studies having dif-
ferent types of stimulation or different tasks and performance
measures. While some studies have observed promising results
for vibrotactile stimulation [7], [8], others have not [9], but
the studies have varied widely in task and stimulation details.
We have previously developed an experimental paradigm that
specifically concerns object manipulation rather than grasping,
and has allowed us to study the effects of vibrotactile feedback
with larger numbers of unimpaired users. These studies establish
the usefulness of amplitude-modulated vibrotactile feedback for
a motion-force manipulation task. Users could improve perfor-
mance using their intact finger to control the virtual prosthetic,
with improved proficiency in the presence of vibrotactile force
feedback [10], [11].

Here we extend our paradigm to electromyographic (EMG)
control of the same virtual task, demonstrating the utility of aug-
mentative vibrotactile feedback for EMG control in ten healthy
individuals. Under EMG control, the activation of groups of
muscles is used as a control input to the virtual prosthesis in-
stead of finger movements, and is therefore usable by individuals
with limb loss. We present pilot data of two participants with
limb loss successfully using the system. The focus of this study
is to characterize the improvement in performance for EMG
control when given augmentative vibrotactile feedback. We hy-
pothesized that users would experience performance gains for
the EMG control task with feedback, as was previously observed
for participants using actual finger movement. We expected the
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Fig. 1. Experimental apparatus. The virtual environment simulates a box slid-
ing across a flat table. Panel (A) depicts participant control of the vertical
location of a virtual finger in the virtual environment. The two squares on the
forearm indicate EMG electrode placement. Panel (B) depicts the side-to-side
motion of the arm or residual limb necessary to move the finger horizontally in
the virtual workspace. The square on the upper segment of the arm indicates the
placement of the magnetometer sensor of arm angle. Unimpaired participants
rested their wrist on a small cart to prevent fatigue.

augmentative feedback to allow more dexterity, manifesting as
faster and more complete task performance.

II. VIRTUAL MYOELECTRIC PROSTHESIS MANIPULATION TASK

A. Virtual Environment

Participants interacted with a virtual environment through
EMG and horizontal arm motion. Their goal was to apply ap-
propriate normal force to a virtual object to allow for its trans-
lation, and to drag it horizontally to a target without breaking it.
Task success was measured by speed of translation and distance
traveled before breaking the object. This task was specifically
chosen due to the known difficulties of prosthetic hand users
with appropriately applying normal force to delicate objects,
such as picking up and manipulating a disposable plastic cup,
and is the same task used in our previous studies using vibro-
tactile feedback to augment finger control of a virtual object
manipulation task [10], [11]. This is more demanding than a
gripping task in that it requires the precise application of forces
while moving during contact.

A video monitor was positioned at 45◦ toward the participant,
with a mirror placed between the virtual environment and the
monitor to permit reflection of images from the monitor to the
user. The virtual environment was programmed in C++, with
graphics driven by OpenGL. Participants sat in front of the pro-
jection system with their arm or residual limb extended parallel
to the floor. Control participants used a rolling support under
their wrist to allow horizontal movement across the workspace
without experiencing fatigue from holding the weight of their
arm (see Fig. 1, lower).

During the task, users received visual feedback consisting
of a real-time depiction of the location of the virtual “finger”
in the virtual environment, and the current position of the box
(Fig. 1, upper). Finger position was indicated by a small sphere.
The finger location was occluded during penetration of the box,
and deformations of the box were not shown visually. This
approximates the real-life visual feedback of task performance

available to users of prosthetic limbs during object manipulation.
Many delicate objects do not visibly distort under force, e.g.,
an egg. Vibrotactile stimulation, when activated, provided a
perception of the force resulting from the stiffness of the box as
the finger moved vertically into it.

During interaction, one of two possible virtual objects was lo-
cated at the left end of the workspace (Fig. 1, upper). The upper
surface of these objects (referred to as boxes) had distinct stiff-
ness characteristics. Box stiffness functions were scaled versions
of a fit to the force–displacement curve acquired empirically by
pushing on a disposable plastic cup. Box stiffness profiles were
indicated by box color, red or blue, but participants were not told
what the colors meant, just that the boxes could have different
properties. The stiffness characteristics of each box were

Fblue =

⎧
⎨

⎩

(0.34 N/cm)x, if x < 1.7 cm

(4.65 N/cm2)x2 − (14.33 N/cm)x if x < 1.7 cm
+ 11.55,

⎫
⎬

⎭

Fred =

⎧
⎨

⎩

(0.68 N/cm)x, if x < 1.7 cm

(9.59 N/cm2)x2 − (30.67 N/cm)x if x < 1.7 cm
+ 25.56,

⎫
⎬

⎭

where x is the displacement of the finger into the box in the
normal direction in centimeters, and Fblue and Fred are the
virtual normal forces of the blue and red boxes, respectively. In
short, the boxes mimic the scaled stiffness of a plastic cup, with
the blue box less stiff than the red.

The virtual normal force required to overcome friction to
translate each box, Fmove , was 1.2 times the virtual force at the
displacement of 1.7 cm. The virtual force threshold to “break”
each box, Fbreak , was defined as 0.75 N greater than Fmove .
Virtual normal force applied to the box between Fmove and
Fbreak allowed the participant to slide the object to a target
located 30 cm to the right of the workspace. The difference in
stiffness between the two boxes resulted in different allowable
displacements of the virtual finger during motion (1.6 mm for
the red box and 2.7 mm for the blue box) in the direction of the
virtual normal force. Thus, for most users, the red box was more
difficult to move successfully.

B. Electromyographic Control for Vertical Finger Movement

Control of the finger in the vertical direction of the virtual
environment was determined via two surface EMG signals ac-
quired at 1000 Hz. The y-direction velocity was defined as the
difference between the root-mean-square (RMS) of the two sig-
nals, multiplied by a subject-specific scaling factor. EMG signals
were differenced such that greater muscle activity for wrist ex-
tension caused an increase in the upward velocity of the finger
in the virtual environment, and greater wrist flexion caused an
increase in the downward velocity. The RMS was calculated in
300-mS (300 samples) windows with 90% overlap. The scaling
factor was chosen to account for individual variations in voltage
measured at the skin surface due to differences in muscle acti-
vation, electrode contact, and subdermal fat. A brief calibration
process using maximum voluntary wrist flexion and extension
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is used to set the scaling factors, as in [12]:

s =
2.1
2

(max(EMGextention) + max(EMGflexion)).

The scalar value 2.1 was used for all subjects, and has been
developed empirically over the course of preliminary experi-
mentation before the present study to provide a virtual finger
velocity suitable for completing the box-sliding task.

Surface EMG was recorded using a 2-channel Bagnoli system
(Delsys Inc., Boston, MA, USA) with two Delsys 2.1 differential
surface electrodes placed on the forearm parallel to the underly-
ing muscle fibers of the extensor carpi radialis (wrist extensor)
and palmaris longus (wrist flexor). Each electrode consisted of
two 10-mm silver bars with an inter-bar distance of 10 mm. The
arm of each participant was prepared for electrode placement by
cleaning the skin surface with an alcohol pad and “peeling” (ex-
foliation) with tape to reduce electrode–skin impedance, noise,
dc voltages, and motion artifacts. A ground electrode was placed
on the superior aspect of the participant’s right shoulder. EMG
signals were preamplified and filtered using the Delsys Bagnoli
system set to a gain of 1000, with a band-pass filter having
roll-off frequencies of 20 and 450 Hz.

C. Magnetometer Control for Horizontal Finger Movement

The horizontal position of the virtual finger was controlled
by the angle of the upper arm of the user in the axial plane. The
user sat upright with shoulder in flexion, with adduction and ab-
duction of the shoulder changing the shoulder angle in the axial
plane. This was measured using a Honeywell HMC6352 elec-
tronic compass, providing a heading measurement at 20 Hz with
0.5◦ resolution. This magnetometer was strapped comfortably
onto the upper arm of the participant. The compass data were
read using a Microchip PIC18F14K22 microcontroller over an
I2C bus, and translated into a 10-bit pulse-width-modulated sig-
nal with duty cycle proportional to the measured angle, suitable
for reading by the control computer using a data acquisition
card. Electronic compass angle was averaged over 30-mS win-
dows and scaled such that real-world arm angles spanning the
comfortable range correspond to the horizontal width of the
virtual environment. As illustrated in Fig. 1, when the user’s
arm was extended straight forward, the virtual finger was situ-
ated at the rightmost side of the virtual environment. Additional
low-pass horizontal dynamics of the virtual environment were
achieved by filtering the input signal via a moving average filter
with cutoff frequency of 26 Hz.

D. Vibrotactile Feedback

Vibrotactile stimulation at 250 Hz was provided using a
C2 tactor (Engineering Acoustics, Inc.) with a 0.3-in diame-
ter skin contactor. The tactor was secured to the right lateral
upper arm and with an elasticized cloth bandage. A 250-Hz
carrier frequency was used since human glabrous skin [13] has
been shown to be maximally sensitive to vibrotactile stimulation
at this frequency [14], [15]. During interaction with the virtual
environment, increases in virtual normal force were translated
linearly into increases in the amplitude of continuous vibro-

tactile stimulation. The maximum amplitude of vibration, cor-
responding to breaking the box, was approximately 400 μm.
Participants wore noise-canceling headphones (Bose, Framing-
ham, MA, USA) during experimentation to present the stimuli
for the cognitive task, and to provide low-level masking noise.
Vibrotactile feedback was provided at 250 Hz, which is in the
range of human hearing. The masking noise and noise-canceling
headphones were used to ensure that participants were not us-
ing any auditory feedback from the tactor to complete the motor
task.

III. EXPERIMENTAL DESIGN AND ANALYSIS

A. Participants

Control participants were 10 adults (all right-handed; 6 male,
4 female; mean age = 22.8 years, SD = 1.9 years). Participants
with limb loss, referred to here as P1 and P2, were two male
adults of ages 23 and 53, respectively. Controls reported normal
hand function, with no complaints related to their hands. Par-
ticipant P1 had amputation of the left arm above the elbow, and
targeted reinnervation of distal nerves to the residual limb [16].
Participant P2 had amputation of the right arm below elbow
and a Medtronics implant for phantom limb clench implanted in
right pectoral, innervating the right bicep. Both P1 and P2 had
experience operating myoelectric prostheses. Informed consent
was obtained from all participants in compliance with the Insti-
tutional Review Board of the University of Washington.

B. Cognitive Load

An auditory 2-back test [19] was used as a simultaneous cog-
nitive load during the virtual task. Participants were presented
with a 1-Hz auditory stream of 16 random digits via their head-
phones. During this stream, they were instructed to respond
verbally to identify any numbers repeated with only one inter-
vening number. To ensure that participants understood this task,
participants first practiced 20 sets of this task without the motor
task prior to experimentation. During interaction with the virtual
environment, participants were asked to complete the cognitive
task while simultaneously completing the motor task. Comple-
tion of the entire 16 digits of the cognitive task was not achieved
if the box was broken in less than 16 s.

C. Experimental Protocol

Over approximately 2 h (including breaks), each participant
completed 80 trials of interaction with the system, organized
into five blocks of 16 trials each. Each block was randomized
within block by feedback condition (vision alone or vision +
vibrotactile stimulation), by box (blue, red), and by cognitive
load (ON, OFF). Participants were encouraged to take breaks
between any trials to avoid fatigue. Participants generally took
one or two breaks during the experiment.

D. Analysis

Performance variables were box displacement (distance to-
ward the target that the box translated during the trial) and
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TABLE I
REPEATED MEASURES ANOVA OF BOX DISPLACEMENT FOR CONTROL

SUBJECTS. DEGREES OF FREEDOM (DOF) F-STATISTIC, AND P-VALUE

average box velocity (box displacement normalized by trial du-
ration). Each trial, then, provides a single measurement of each
performance variable under a particular combination of the fac-
tors. Data analysis to determine the performance variables for
each trial was performed using MATLAB (Mathworks, Natick,
MA, USA), and statistical analysis was performed using Minitab
Statistical Software (Minitab Inc., State College, PA, USA). For
data from unimpaired participants, a 4 factor repeated measures
analysis of variance (ANOVA) was performed to assess the ef-
fects of feedback (vision or vision plus vibrotactile), cognitive
task (ON or OFF), presentation order (block), and box (red or
blue), as well as the interactions of feedback × block, cognitive
task × feedback, and block × cognitive task on box displace-
ment and velocity. Post hoc two-sided Tukey’s simultaneous
tests were used when appropriate. All statistical analyses were
performed using an alpha level of 0.05 for significance. Due to
the small sample and disparate subject background, statistical
analysis was not performed on the data from the two participants
with limb loss.

E. Experimental Differences for Participants With Limb Loss

The virtual environment for participants with limb loss was
identical to the control protocol, and the virtual myoelectric
prosthesis was operated in the same way, with adjustments for
EMG sensor and tactor placement. EMG placement was chosen
to match the locations used for their myoelectric prostheses,
which in both participants P1 and P2 were extensor and flexor
muscles of the distal segment of the residual limb. For P1, this
was left residual biceps and triceps brachii and the C2 tactor
was placed at the target site of the targeted muscle reinnervation
(TMR), on left lateral upper arm. Tactile stimulation of this area
of skin corresponded to the sensation of touch along the thumb
and index finger of the absent hand, according to self-report. For
P2, EMG sensor placement was on right residual extensor carpi
radialis and palmaris longus muscles, with tactor placement on
right lateral upper arm.

IV. RESULTS

A. Control Participants

Table I shows the 4-factor ANOVA significant effects for dis-
placement, and Table II shows those for average velocity. For
displacement, significant effects were found for box, block, and
feedback. Velocity showed significant effects for all four fac-

TABLE II
REPEATED MEASURES ANOVA OF BOX VELOCITY FOR CONTROL SUBJECTS

Fig. 2. Control subjects increase box displacement (above) and velocity (be-
low) as the session progressed. Statistical significance between blocks is denoted
by brackets. Means denoted by circles for vision only (gray) and vision plus
vibrotactile feedback (black). Bars indicate 95% confidence interval. The per-
formance advantage for vibrotactile feedback is especially apparent in blocks 4
and 5, and Tukey simultaneous tests show a statistically significant improvement
for vibrotactile feedback relative to vision alone.

tors. Results from Tukey simultaneous tests show that trials in
which participants were given visual and vibrotactile feedback
had significantly increased displacement and velocity than trials
using vision alone. Trials using the blue box (less stiff, therefore
greater finger penetration can occur before breaking) had signif-
icantly increased displacement and velocity than trials with the
red box. The trials with a simultaneous cognitive task had signif-
icantly decreased velocity. Performance as a function of block
is illustrated in Fig. 2 and generally increased throughout the
experiment, indicating a significant effect of learning within the
session. Box displacement and velocity are both improved when
the users have access to vibrotactile force feedback (Fig. 2 gray
versus black circles; bars indicate 95% confidence intervals).

No significant interactions of cognitive task × feedback or
block× cognitive task were observed, but both displacement and
velocity show a significant interaction of feedback× block. This
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Fig. 3. Results for participants with limb loss using vision only (gray) and
vision plus vibrotactile feedback (black). The left column depicts performance
for participant P1, the right depicts performance for P2. The 95% confidence
intervals for the means using vision alone (gray) and vision plus vibrotactile
(black) for the controls are plotted as dotted lines behind the points for reference.
The confidence intervals for P1 and P2 incorporate only the trials for a single
user for that block, while those for the unimpaired participants incorporate the
trials of ten users. Note the difference in y-axis scale for the left column (P1)
and the right (P2).

indicates that the improvement due to vision plus vibrotactile
feedback relative to vision-only increased with practice during
the session.

B. Participants With Limb Loss

Performance measures were the same as the control group, but
without statistical significance analysis. As presented in Fig. 3,
left column, participant P1 learned to improve both displace-
ment and velocity, with box displacement already exceeding the
performance of the control group by block 2. Performance is
clearly improved from initial performance by both measures,
and improvement due to the presence of vibrotactile feedback
is present but less pronounced.

Participant P2 had a more difficult time with the task, and
showed a stronger difference between visual-only and visual +
vibrotactile feedback conditions. The presence of vibrotactile
feedback allowed P2 to perform with more success, resulting
in slightly greater means and much greater variance as shown
in Fig. 3, right column. The effect of learning over the course
of the session was less clear than for P1, but over the session
learning was exhibited.

Results in general for the participants with limb loss resemble
those for the control group, with performance being improved
with vibrotactile feedback relative to with vision only and worse
for the more difficult box.

V. DISCUSSION

A. Vibrotactile Feedback Improves Performance

For unimpaired participants, the presence of vibrotactile feed-
back improved both the total displacement achieved and the ve-
locity of box movement relative to using visual feedback alone.

For one participant with limb loss, P1, vibrotactile appears to
have slightly increased performance, and for the other, P2, the
presence of vibrotactile feedback appears to have salvaged the
task from being near-impossible. Displacement and velocity
were improved, and P2 was able to move the box to the end of
the possible range several times. This establishes the utility of
the sensory replacement method used for this experiment and
suggests future study into the feasibility of integrating vibrotac-
tile force feedback into realistic contexts for prosthetics.

B. Effects of the Cognitive Task

Feedback having low cognitive demand would not be affected
by a distractor task. Though some participants reported having
difficulty with the cognitive task in general, its effect on task
performance was not as pronounced as the effects of which box
(red—more stiff, blue—less stiff) or the feedback paradigm.
We observed no statistically significant effect of the cognitive
load task on box displacement, but we did find significantly re-
duced box velocity, perhaps indicating that participants employ
a slower strategy to compensate for the distraction. Previous
experiments using this vibrotactile force feedback, with finger
movement control instead of EMG, have shown either lower
velocities [10] or a decrease in both displacement and velocity
in the presence of the distracting cognitive task [17].

C. Benefit of Feedback Increases With Training

Performance improved with practice for both feedback
modalities over approximately 2 h of the experiment. This is
borne out by the significant effects of block on both displace-
ment (Table I) and velocity (Table II). Therefore, the effect
of learning on task performance was significant. As discussed
in Section V-A, the presence of feedback was also significant.
Interestingly, however, it appears that the benefit of feedback
increased as learning progressed throughout the session. There
was a significant interaction for feedback × block for both dis-
placement and velocity, indicating that participants learned to
use the vibrotactile feedback with increasing skill as the session
progressed. By the end of the session there was a marked dif-
ference in performance with and without the vibrotactile force
feedback, with the limit of single-session learning appearing
earlier for vision-only. Previous work suggests that continued
practice over multiple sessions would continue this trend [17].
Informal post-experiment reports of subjective task difficulty
indicated that participants preferred the vision plus vibrotactile
feedback.

D. Evidence of Utility of Vibrotactile Feedback

Previous application of vibrotactile feedback to EMG control
of an anthropomorphic hand by Cipriani et al. showed conflict-
ing results [18]. In their study, 14 young healthy participants
learned to control a robotic arm with vibrotactile stimulation
provided using a quasi-linear mapping of prosthetic hand clo-
sure force to the frequency of vibrotactile stimulation (ranging
from 10 to 240 Hz). This previous work did not find objective
improvement in participants’ ability to perform the study tasks,
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but found statistically significant benefit of feedback via the
subjective opinions of the users. Our results differ in that we did
find statistically significantly improved objective motor perfor-
mance when participants utilized the vibrotactile stimulation,
which may be a result of the different methodologies employed
by the previous study. In particular, the work of Cipriani et al. re-
quired multidimensional control using more complicated EMG
control schemes than our current work. In addition, the map-
ping between force and vibrotactile stimulation differed from
our approach, and we have shown previously that this mapping
can greatly affect usability [10].

E. Qualitatively Different Strategies

Participants employed two kinds of qualitatively different
strategies for sliding the boxes. Some preferred to lower the
virtual finger onto the box and deliberately slide it across the
workspace, constantly adjusting force to appropriate levels,
while rarely stopping and repositioning the finger. This strategy
was more difficult to employ for vision-only feedback, because
box movement was a cue for when adequate force was being
applied, but there was no warning before box breakage. Others
focused on initially achieving just the minimum force necessary
for box movement, then rapidly moving the box in a tapping
motion while lifting the finger from the box. Therefore, the vir-
tual finger moved in oval trajectories, intermittently moving the
box, lifting off, and circling back. This tapping strategy was
employed by one of the participants with limb loss, P1, result-
ing in very high performance compared to the control subjects.
Participant P1’s performance for the final block more than dou-
bles the average displacement of the control group, while also
achieving a slightly faster velocity (see Figs. 2 and 3).

F. Participants With Limb Loss and Limitations
of the Pilot Study

The performance of the users with limb loss suggests that fur-
ther experiments are warranted, but it remains to be seen if the
increased performance observed for unimpaired subjects will
necessarily translate into gains for users of myoelectric pros-
theses. While differences in motivation, experience with similar
tasks, and constraints for EMG sensor placement make it diffi-
cult to directly compare outcomes, this pilot study shows that
the use of vibrotactile force feedback has potential for sensory
feedback for prosthetic applications.

Fig. 3 shows the performance of participants P1 and P2 jux-
taposed with the combined performance of the control partic-
ipants. As in Fig. 2, the gray and black circles indicate mean
performance with and without vibrotactile feedback, with the
bars indicating the 95% confidence interval. These comparisons
show that while both participants improved performance, the
learning and performance ceiling of P1 was faster and higher
than the other participants, but with a less profound impact
of vibrotactile feedback. From this pilot data, it is difficult to
determine what factors contribute to this effect. It may indicate
that vibrotactile feedback would not increase the asymptotically
learned performance of P1, or it could simply be a consequence
of details like electrode and tactor placement. Though previous

work has shown that differences in tactor placement site are
outweighed by single-session training effects [11], it is still an
active area of research to understand how this interacts with
TMR nerve transfer surgery. For P1 the target site of TMR was
on the residual limb, relatively near the muscle group chosen
for EMG sensor placement.

As shown in Fig. 3, right column, performance for participant
P2 was poor compared to the control participants, though some-
what improved by the vibrotactile feedback. Without feedback,
P2 was mostly unable to move the box without breaking it, with a
slight learning effect through the session. With vibrotactile feed-
back, however, P2 was better able to move the boxes, though
still with great variability. Unique factors potentially contribut-
ing to this performance include age difference (P2: 53 years, P1:
23 years, controls: mean 22.8, SD 1.9 years) and the presence
of an implanted device for ameliorating phantom limb clench
innervating right bicep brachii. P2 reported that the vibrotactile
feedback subjectively made the task less difficult, but that the
EMG sensor location chosen for the experiment was not a good
choice in retrospect due to fatigue.

One limitation of this experimental paradigm is that per-
formance is evaluated on the same task being learned. In the
future, a more general exploration of the performance limita-
tions of augmentative vibrotactile feedback could include novel
force-sensitive task constraints, analysis of the sensitivity of this
paradigm to sensor and tactor placement, and a full study on a
larger number of users with limb loss.

VI. CONCLUSION

Using a virtual myoelectric prosthesis, we characterized the
effects of visual and visual + vibrotactile haptic feedback on the
object manipulation task of sliding a fragile box across a surface.
We found that augmentative vibrotactile feedback can aid force-
sensitive manipulation, and that this improvement increases with
training. We demonstrate the applicability of the technique for
two users with limb loss. These results are promising for future
application for force-feedback prosthetics.
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[2] C. Pylatiuk, S. Schulz, and L. Döderlein, “Results of an internet survey of
myoelectric prosthetic hand users,” Prosthet. Orthot. Int., vol. 31, no. 4,
pp. 362–370, 2007.

[3] B. Rosén, H. Ehrsson, C. Antfolk, C. Cipriani, F. Sebelius, and
G. Lundborg, “Referral of sensation to an advanced humanoid robotic
hand prosthesis,” Scand. J. Plast. Reconstr. Surg. Hand Surg., vol. 43,
no. 5, pp. 260–266, 2009.

[4] C. Cipriani, C. Antfolk, C. Balkenius, B. Rosen, G. Lundborg,
M. Carrozza, and F. Sebelius, “A novel concept for a prosthetic hand
with a bidirectional interface: A feasibility study,” IEEE Trans. Biomed.
Eng., vol. 56, no. 11, pp. 2739–2743, Nov. 2009.

[5] M. Carrozza, G. Cappiello, S. Micera, B. Edin, L. Beccai, and C. Cipriani,
“Design of a cybernetic hand for perception and action,” Biol. Cybern.,
vol. 95, no. 6, pp. 629–644, 2006.

[6] S. Allin, E. Eckel, H. Markham, and B. Brewer, “Recent trends in the
development and evaluation of assistive robotic manipulation devices,”
Phy. Med. Rehabil. Clin. N. Amer., vol. 21, no. 1, p. 59, 2010.



2232 IEEE TRANSACTIONS ON BIOMEDICAL ENGINEERING, VOL. 60, NO. 8, AUGUST 2013

[7] R. Mann and S. Reimers, “Kinesthetic sensing for the EMG controlled
Boston arm,” IEEE Trans. Man-Mach. Syst., vol. 11, no. 1, pp. 110–115,
Mar. 1970.

[8] C. Pylatiuk, A. Kargov, and S. Schulz, “Design and evaluation of a low-
cost force feedback system for myoelectric prosthetic hands,” J. Prosthet.
Orthot., vol. 18, no. 2, p. 57, 2006.

[9] A. Chatterjee, P. Chaubey, J. Martin, and N. Thakor, “Testing a prosthetic
haptic feedback simulator with an interactive force matching task,” J.
Prosthet. Orthot., vol. 20, no. 2, p. 27, 2008.

[10] C. Stepp and Y. Matsuoka, “Vibrotactile sensory substitution for object
manipulation: Amplitude versus pulse train frequency modulation,” IEEE
Trans. Neural Syst. Rehabil. Eng., vol. 20, no. 1, pp. 31–37, Jan. 2012.

[11] C. E. Stepp and Y. Matsuoka, “Object manipulation improvements due to
single session training outweigh the differences among stimulation sites
during vibrotactile feedback,” IEEE Trans. Neural Sys. Rehabil, vol. 19,
no. 8, pp. 677–685, Dec. 2011.

[12] C. E. Stepp, C. Chang, M. Malhotra, and Y. Matsuoka, “Vibrotactile feed-
back aids EMG control of object manipulation,” in Proc. Eng. Med. Biol.
Soc. Ann. Int. Conf. IEEE, Aug./Sep. 2011, pp. 1061–1064.

[13] D. Mahns, N. Perkins, V. Sahai, L. Robinson, and M. Rowe, “Vibrotactile
frequency discrimination in human hairy skin,” J. Neurophysiol., vol. 95,
pp. 1442–1450, 2006.

[14] R. Verrillo, “Vibration sensation in humans,” Music Percept., vol. 9, no. 3,
pp. 281–302, 1992.

[15] R. T. Verrillo, “Subjective magnitude functions for vibrotaction,” IEEE
Trans. Man-Mach. Syst., vol. 11, no. 1, pp. 19–24, Mar. 1970.

[16] T. Kuiken, G. Li, B. Lock, R. Lipschutz, L. Miller, K. Stubblefield, and
K. Englehart, “Targeted muscle reinnervation for real-time myoelectric
control of multifunction artificial arms,” J. Amer. Med. Assoc., vol. 301,
no. 6, p. 619, 2009.

[17] C. Stepp, Q. An, and Y. Matsuoka, “Repeated training with augmentative
vibrotactile feedback increases object manipulation performance,” PLoS
ONE, vol. 7, no. 2, p. e32743, 2012.

[18] C. Cipriani, F. Zaccone, S. Micera, and M. Carrozza, “On the shared
control of an EMG-controlled prosthetic hand: Analysis of user–prosthesis
interaction,” IEEE Trans. Robot., vol. 24, no. 1, pp. 170–184, Feb. 2008.

[19] W. K. Kirchner, “Age differences in short-term retention of rapidly chang-
ing information,” J. Exp. Psychol., vol. 55, pp. 352–358, 1958.

Eric Rombokas (M’11) received the B.A. and M.E.E. degrees in electrical
engineering from Rice University, Houston, TX, USA, in 2002, and the Ph.D.
degree in electrical engineering at the University of Washington, Seattle, USA,
in 2012.

His research interests include the dynamic control of robots embodied in the
real world, the neural control of movement, and the fusion of perception and
action in adaptive systems for humans interacting with robots.

Cara E. Stepp (M’10) received the S.B. degree in engineering science from
Smith College, Northampton, MA, USA, in 2004, the S.M. degree in elec-
trical engineering and computer science from the Massachusetts Institute of
Technology (MIT), Cambridge, in 2008, and the Ph.D. degree in biomedical en-
gineering from the Harvard-MIT Division of Health Sciences and Technology,
Cambridge, in 2009. She completed a postdoctoral fellowship in the Department
of Computer Science and Engineering and Rehabilitation Medicine, University
of Washington in Seattle, USA.

She is currently an Assistant Professor in the Department of Speech, Lan-
guage, and Hearing Sciences, and Biomedical Engineering, Boston University,
Boston, MA, USA..

Chelsey Chang received the B.S. degree in computer science and electrical
engineering from the University of Washington, Seattle, USA, in 2011.

She is currently a Software Development Engineer in the Kindle Department,
Amazon.com, Seattle, WA, USA.

Mark Malhotra (M’10) received the B.S. and M.S. degrees from Stanford Uni-
versity, Stanford, CA, USA, in 2007 and 2008, respectively, both in mechanical
engineering.

He is currently a Research Engineer in the Department of Computer Science
and Engineering, University of Washington, Seattle, USA. His research interests
include tendon-driven systems, autonomous vehicles, haptics, optimal control,
and machine learning.

Yoky Matsuoka (M’03) received the B.S. degree from the University of Cal-
ifornia at Berkeley, Berkeley, USA, in 1993, and the M.S. and Ph.D. degrees
from Massachusetts Institute of Technology, Cambridge, USA, in 1995 and
1998, respectively, all in electrical engineering and computer science.

She is currently an Associate Professor of computer science and engineering
at the University of Washington, Seattle, USA.

Dr. Matsuoka received the Presidential Early Career Award for Scientists
and Engineers in 2004, the Anna Loomis McCandless Chair in 2004, the IEEE
Robotics and Automation Society Early Academic Career Award in 2005, and
the MacArthur Fellowship in 2007.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


