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Abstract— This paper proposes a formulation for the risk-
aware path planning problem which utilizes multi-objective
optimization to dynamically plan trajectories that satisfy mul-
tiple complex mission specifications. In the setting of persistent
monitoring, we develop a method for representing environmen-
tal information and risk in a way that allows for local sampling
to generate Pareto-dominant solutions over a receding horizon.
We propose two algorithms capable of solving these problems:
a dense sampling approach and an improved method utilizing
noisy gradient descent. Simulation results demonstrate the effi-
cacy of our methods at persistently gathering information while
avoiding risk, robust to randomly-generated environments.

I. INTRODUCTION

Risk-aware planning is a flexible formulation of traditional
robotic path planning problems that allows for agents to
adapt to various hazards within their environments. Risk can
model countless challenges autonomous agents encounter
while deployed in real world environments, such as: danger-
ous weather conditions [1], dynamic obstacles [2], and even
other malicious agents [3]. With such design flexibility, risk
is often used in conjunction with other planners, as a metric
to ensure safety during mission operations. Frequently, risk-
aware methods are used to plan safe trajectories to target
positions [4], however, one under explored application is in
the realm of persistent monitoring. Persistent monitoring is
the process of continuously controlling agents to complete
mission specifications over an arbitrarily long time horizon
[5]. This problem has great value to control theory, with
applications in particle tracking [6], network monitoring
[7], and environmental surveying [8]. This paper proposes
a framework in which the persistent monitoring and risk-
aware planning problems can be solved simultaneously using
techniques from multi-objective optimization.

Our work is motivated by recent results in wildlife mon-
itoring that suggest autonomous agents are more effective
in carrying out ecological surveys than traditional methods,
but only when proper precautions are taken to prevent
adverse responses from the wildlife [9], [10]. With our
method, environmental information can signify survey loca-
tions, such as herds or nests, while risk can signify obstacles
or animals to avoid. Additional models of risk could be
included to represent species specific response patterns as,
for example, ground mammals typically respond differently
to autonomous agents [11], [12] than avians [13]. Further,
our method generalizes to a much broader scope of robotics
problems, such as in monitoring hazardous environments, in-
specting infrastructure in uncertain or dynamic environments,
and surveying locations with privacy sensitive regions.
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Fig. 1: Our agent (blue triangle) must gather information
(green surface) over an environment, while avoiding external
threats. Here, the external threats are illustrated as adversarial
drones, which generate a risk field (red surface).

We formulate our risk-aware path-planning problem as
a multi-objective optimization, which allows us to evaluate
the trade-off between task completion and risk avoidance
at each time step. We propose a sampling-based planner to
generate Pareto-dominant solutions using local information
in a receding horizon control policy. The agent selects the
best trajectory through a dynamic weighted sum of objec-
tives. Our approach provides locally-sampled, near-optimal
solutions to the risk-aware path-planning problem. The key
contributions of this work are as follows:

1) A multi-objective formulation of the risk-aware infor-
mation gathering problem;

2) Dynamic weighting of objective functions to adaptively
select solutions from a Pareto-dominant set;

3) Two local sampling based algorithms for solving the
multi-objective optimization path planning problem.

The remainder of this paper is organized as follows: Section
I-A presents related work. Section II formalizes the problem
formulation and Section III describes our solution method.
Section IV analyzes our simulation results and Section V
state our conclusions.

A. Related Work
Our approach builds upon a rich foundation of work

in risk-aware planning for robotic systems, using a multi-
objective formulation to combine these methods with persis-
tent monitoring for information gathering.

In path planning, risk is used to model modes of failure for
robots. A classic example of risk aware planning in robotics
research is obstacle avoidance, where the mode of failure
is collision [2], [4], [14]. Other variations on risk aware
planning include risk of sensor failure [3], risk of injuring
people or damaging infrastructure [15], and risk of violating
privacy [16], [17]. Early methods of risk aware planning
rely on the offline development of models for environmental
risk to plan with [18], [19]. More recent methods have
used Markov processes [20] and trained models to estimate
risk [21]. However, these methods require accurate a priori
knowledge of the risk, which is not always available.



Data harvesting problems, where agents must traverse an
environment to collect information, represent a broad class of
robotics problems. With loose definitions for information and
environments, these problems have an equally broad solution
space. From offline methods like reinforcement learning [22]
to online sampling methods [23], many robotics applications
can be represented as data harvesting problems. An extension
of data harvesting is persistent monitoring, where agents
instead need to continuously harvest environmental data [5].
These problems are useful for tracking [6], mapping [24],
and field estimation tasks [8]. Although frequently solutions
to these problems must be found offline [25], there has been
some work to suggest that receding horizon methods are
effective in satisfying persistent monitoring tasks [7].

Multi-objective optimization methods are becoming more
widespread in robotics problems, as modern tasks frequently
require multiple specifications to be successful, which can
even contradict each other [26], [27]. Multi-objective prob-
lems often require techniques which utilize careful user
tuning and rarely yield unique solutions [28], [29]. Further,
many of these techniques are computationally expensive,
such as genetic algorithms, which can rarely be implemented
in online path planning [30], [31]. However, recent work
suggests that Pareto-optimality can be leveraged with modern
controls, such as receding horizon [32] and ergodic search
[33], to efficiently solve complex multi-objective robotics
problems. In this paper, we pursue this concept of uti-
lizing Pareto-optimality in conjunction with a sampling-
based planner to generate trajectories online that satisfy
both the information gathering and risk-aware path planning
problems.

Autonomous Wildlife Monitoring: The method in this pa-
per is motivated by autonomous wildlife monitoring. Ecolog-
ical surveying is important for tracking and preserving global
wildlife populations and there is recent work that suggest
autonomous agents can play a major role in assisting with
these operations [9], [34], [35], [36]. In fact, these surveys
have already been carried out with a variety of animals
including elephants [37], land mammals [11], and birds [10],
[13], [38]. However, wild animals can have adverse reactions
when in close proximity to autonomous agents [12], [35]
but with careful planning we can reduce these reactions
[10], [11]. With our method, environmental information can
be used to direct agents carrying out a survey and risk
can be used to model different species tolerances to their
presence. In this way we can assist in ecological surveying
while simultaneously respecting concerns regarding wildlife
interactions with robots.

II. PROBLEM FORMULATION

Our goal is to find trajectories for an agent such that we
maximize the total information gathered while minimizing
the accumulation of risk. Consider an unbounded environ-
ment Q ⊂ R2 with points in the environment denoted
q ∈ Q. We denote the position of our agent p(t) ∈ Q,
and assume integrator dynamics, ṗ = u(t), where u(t) is
the desired control input that is bounded by, |u(t)| ≤ umax.

The agent is tasked with traversing an environment, gathering
information, denoted by ϕ(q, t), while simultaneously avoid-
ing risk, denoted by Γ(q, t). In this section, we introduce
environmental information and the dynamics that allow our
agent to interact with it. Next, we define risk and quantify
how the agent is expected to manage it. We then state our
multi-objective formulation in Section III.

A. Information Dynamics and Gathering Information

We formulate our information gathering task with a data
harvesting approach. We assume the total available informa-
tion to collect in the environment, ϕ(q, t) comprises a sum
of functions fi(q, t) representing individual goals or targets,

ϕ(q, t) =

n∑
i=1

fi(q, t), (1)

where n is the total number of functions and fi(·) models a
particular point of interest. This construction allows for the
encoding of multiple points of interest, as well as dynamic
targets that relocate over time. Continuing with our wildlife
monitoring example, each fi(·) might represent a distinct
nest location for a drone to visit and photograph. Within this
paper, we represent fi(·) as Gaussian functions, such that

ϕ(q, t) =

n∑
i=1

AiNi(µi(t),Σi(t))

=

n∑
i=1

Aie
− 1

2 (q−µi(t))
TΣi(t)

−1(q−µi(t))

2π|Σi|
, (2)

where 0 < Ai < Amax is a finite positive value and mean
µi(t) and covariance Σi(t) are allowed to vary with time. The
choice of Ai is important in this setting because it serves to
quantify the mass of information which is stored at each data
harvesting location defined by mean µi.

The information depletes over time based on the proximity
of the agent, modeling the gathering dynamics. We assume
the agent has some collection footprint, rc. To gather infor-
mation for a particular peak, the mean must fall within the
collection footprint, or ∥p(t)−µi(t)∥ ≤ rc. We define Di to
model the data collection from peak i by the agent,

Di(t) =

{
ηAi

1+||p(t)−µi(t)|| , if ∥p(t)− µi(t)∥ ≤ rc

0, else
,

where η ∈ [0, 1] is the agent’s data collection efficiency.
The information gathered by an agent should also deplete
the function ϕ(q, t), which we account for by changing
the amplitude of individual peaks Ai. Further, we wish to
allow for information to replenish in the system, relevant to
persistent monitoring tasks. We define the overall dynamics
of each information peak through Ȧi,

Ȧi =

{
−ηAi

1+||p−µi|| if ||p− µi|| ≤ rc

−c tanh( Amax

Ai−Amax
) + c else

, (3)

where c tunes the gain of the saturation function when a
peak is outside of the robot’s collection radius. Note if
the information does not replenish, then c = 0 creates a
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Fig. 2: (a) Depicts an aerial view of the simulation environment, including sample trajectories for the agent and risk. (b)-(d)
Depict the information fields (green surface) and environmental risk (red surface) as the simulation progresses.

depletion-only dynamic. The chosen dynamics in (3) drive
the evolution of ϕ(q, t) in (2).

From the dynamics of how information evolves over time,
we can write the information gathering task for our agent. We
model this task as a maximization of the total accumulated
information across all peaks over discretized time steps,

max
u

J =

τ∑
k=1

n∑
i=1

Di(tk, pk), (4)

where tk is the discretized time through present time T =
τ∆t, u = [uT

1 , u
T
2 , ..., u

T
τ ]

T is the control sequence at tk, pk
is the position at tk, and s = [pT1 , ..., p

T
τ ]

T is the trajectory of
the agent. Next, we define the risk accumulation dynamics
for the agent and introduce our risk-avoidance objective.
We combine these policies in the multi-objective planning
framework introduced in Section III.

B. Risk Dynamics and Risk Avoidance

Across the environment, different regions may carry risk to
our agent. Similar to our construction of information density,
we define a risk density that maps risk to specific locations
within the environment. Intuitively, a larger value of risk
indicates increased threat to the agent, as well as regions
to avoid, while a lower value may indicate a safe region.
We represent the overall risk Γ(q, t) as a summation of m
finite-valued functions gj(q, t) for j = {1, ...,m},

Γ(q, t) =

m∑
j=1

gj(q, t), (5)

where each function gj(·) represents the location of an exter-
nal threat, adversary, or risky location. Here, we approximate
each of the functions gj(·) with Gaussian peaks defined mean
µj(t), covariance Σj(t), and amplitude Bj .

Γ(q, t) =

m∑
j=1

BjN (µj(t),Σj(t)). (6)

In our simulations, we present dynamic risk by ascribing
motion to each of the peaks, which is realized through
varying µj(t) while holding Σj constant.

We now present our model of how the agent interacts with
risk. While it is important to avoid large values of risk at any
instance in time, we also consider risk accumulation over
time. For example, this risk function could approximate the
ability of an adversary to make observations of our agent.
With sufficient accumulated observations, our agent could be

compromised. We consider risk accumulation over a recent
time history, with a discounted sum of risk accumulated
along a horizon. Intuitively, taking risky actions in the
present should have should have a larger impact on planning
than actions taken historically. Our second risk-avoidance
objective is to choose actions that minimize the accumulated
risk. We write this risk-avoidance objective function as

min
u

R =
τ∑

k=1

γτ−kΓ(pk, tk), (7)

where γ ∈ [0, 1] is a discount factor raised to the exponential
depending on the time step and u is the control sequence for
our agent over time. Figure 2 illustrates a scenario with four
information peaks (green) and two risk peaks (red), which is
further explained in Section IV.

III. SAMPLING BASED MULTI-OBJECTIVE PATH
PLANNING

In Section II, we introduced our dynamics for information
and risk, as well as individual objectives on gathering in-
formation and avoiding risk accumulation. Here, we present
our multi-objective optimization problem to simultaneously
solve for the control policy that achieves our two objectives,
as well as our algorithm used in the simulations presented
in Section IV. We formulate a receding horizon policy over
some horizon T comprising τ time steps, T = τ∆t. Over
a fixed time horizon, optimal solutions may exist for known
information and risk, however, solving for these becomes
computationally intractable as the time horizon increases or
with increasing complexity in ϕ(q, t) and Γ(q, t). Our re-
ceding horizon controller evaluates local candidate solutions
with the objective functions at each time step, then compares
the set of candidates for Pareto-dominance [30] before using
a weighted sum of the objectives to select a control input.

We first explain how Pareto-dominance extracts good
candidate solutions to the multi-objective problem. Then, we
describe how a weighted sum of objectives allows the agent
to adaptively select the best solution from the set of Pareto-
dominant solutions. Finally, we introduce two algorithms
capable of generating and evaluating candidate solutions.

A. Pareto-Dominance of Candidate Trajectories

A key challenge in multi-objective optimization is the
comparison of results across the multiple objective functions.
Pareto-optimality provides a method for analyzing and rank-
ing sets of solutions to multi-objective optimization problems



regardless of numerical scaling. Suppose we generate a set
of candidate solutions by fixing control sequences across
the time horizon τ , defined as sC = [pC1

T
, ..., pCτ

T
]T with

objectives J C(sC) and RC(sC) along the trajectory,

J C(sC) =

τ∑
k=1

n∑
i=1

Di(tk, p
C
k ), (8)

RC(sC) =

τ∑
k=τ−H

γτ−kΓ(tk, p
C
k ), (9)

where H ≥ τ represents an expanded horizon for evaluating
risk, which incorporates both risk history as well as a
projected accumulation over the horizon. Then, given we
are minimizing RC and maximizing JC , we define Pareto-
dominated solutions as sd = [pd1

T
, ..., pdτ

T
]T such that,

J C(sC) ≥ J C(sd) ∧RC(sC) < RC(sd), (10)

or,
RC(sC) ≤ RC(sd) ∧ J C(sC) > J C(sd), (11)

for at least one other candidate trajectory sC . We then
define Pareto-optimal trajectories as the set of non-dominated
candidate solutions. Intuitively, this implies that any sC is
Pareto-optimal if no other candidate yields less accumulated
risk and more gathered information. We then reject all
dominated solutions as there exists an optimal solution that
is guaranteed to provide better or equal performance on both
objectives to any dominated solution.

B. Adaptive Weighting for Solution Selection

Selecting a solution from a set of dominant candidates is a
common problem in multi-objective optimization. Tradition-
ally, the solutions would be selected by the problem designer
or through constraining the maximum or minimum allowable
values on specific objective functions [28]. More recently,
fuzzy logic has been used with good success in transforming
a set of rules into a selection of solution [39]. However, these
approaches have shortcomings in autonomous deployments,
where we may not have operator feedback to select candidate
solutions or design rules. We choose a method similar to [32],
which uses a weighted sum to select the optimal solution
from the candidates. Note we compute the values of J (8)
and R (9) when generating our Pareto front of solutions. We
create a combined multi-objective function

max
u

O = αJ − (1− α)R, (12)

where α ∈ [0, 1] is a weighting that quantifies the relative
importance between gathering information and avoiding risk.
The choice of α will impact the overall behavior of the agent.
At its limits, we note this reduces the problem to ignoring one
of the objectives. We choose a dynamic α(t), which adapts
to changes within the environment, to automatically select
the best solution from the Pareto-optimal set. Intuitively,
when we are collecting information in a low-risk region, we
want to behave more greedily with respect to the information
gathering task. Conversely, if we have accumulated a large
amount of risk it is imperative to prioritize risk avoidance

and prevent a mission failure. Thus, the desired value of α(t)
depends on the current accumulated risk.

Since we consider the discounted sum of risk over our
horizon, we can compute the upper bound on total risk
accumulated by, Rmax,

Rmax ≤
H∑

k=0

γk max(Γ(q, tk)). (13)

Note that this bound Rmax is not the same as a risk tolerance
of the system. To relate this maximum accumulation to risk
tolerance, we select an ϵmax ∈ [0, 1], which allows us to
bound allowable risk accumulation. If R exceeds ϵmaxRmax,
we would like our agent to prioritize risk aversion. Similarly,
we introduce ϵmin as an activation threshold. This allows us
to create a dynamic α that adapts to the accumulated risk,

α =


1 if R(t) ≤ ϵminRmax

0 if R(t) ≥ ϵmaxRmax

e−R+ϵminR else
. (14)

From our adaptive α(t), we can demonstrate that the total
accumulated risk for the agent also remains bounded by our
designed threshold. To assert this bound, we assume the
following on the properties of our risk function:

Assumption 1 (Risk Convexity). The risk function Γ(q, t)
is locally convex within the reachable set of the agent.

Assumption 2 (Risk Dynamics). For a dynamic risk function
defined in (6), the velocity of any peak, |µ̇j | ≤ ṗ.

In practice, Assumption 1 is valid for risk defined by (6)
when the peaks are distributed in an environment. Assump-
tion 2 implies that no peak within the risk function can move
faster than our agents’ velocity. Under these assumptions,
Proposition 1 bounds the agent’s accumulated risk.

Proposition 1. For a multi-objective optimization in (12),
risk Γ(q, t) in (6), and adaptive α given by (14), the agent’s
accumulated risk is bounded by

R ≤ ϵmax

H∑
k=0

γk max(Γ(q, t)). (15)

Proof. Consider some trajectory that yields an accumulated
risk at the threshold of ϵmaxRmax. Upon reaching this
threshold, α = 0 by (14) and (12) becomes

max
u

O = −R, (16)

which is a single objective optimization with respect to risk.
Under Assumption 1, the risk is locally-convex over the
reachable set of the agent’s planning horizon, which implies
the agent can follow a gradient descent to minimize its
accumulated risk. Further, while the risk may be dynamic,
Assumption 2 claims that the agent can move faster than
the peak, and therefore any step following the gradient
will continue to decrease the risk. Thus, the risk remains
R ≤ ϵmaxRmax. Substituting our expression (13) yields (15),
thus completing the proof.



By Proposition 1, our agent maintains a risk under an
allowable threshold during its deployment. Next, we present
our sampling algorithm to generate candidate trajectories that
solve our multi-objective problem over a given time horizon.

C. Sampling-Based Trajectory Generation
Generating candidate trajectories through sampling en-

sures a sufficient set of solutions to be evaluated for Pareto-
dominance at each time step. We propose a type of Tree
Search (TS) algorithm, inspired by dynamic programming
[40] and the Rapidly-Exploring Random Tree algorithm [41],
that allows us to quickly identify near-optimal solutions
along the Pareto front of our multi-objective problem in
(12). Further, this algorithm is able to plan using only local
information. We first present Local Multi-Objective Tree
Search (LMO-TS), which uses dense sampling to generate
a large set of candidate trajectories in Algorithm 1, and
then present Noisy Multi-Objective Gradient Descent Tree
Search (nMOGD-TS) in Algorithm 2, which generates fewer
candidate trajectories informed by local gradients.

For our LMO-TS detailed in Algorithm 1, from an initial
position p(t0), we generate a set of b feasible p(t1) points.
This repeats until we have bτ nodes representing possible
trajectories over time horizon τ . These trajectories are sorted
by Pareto-dominance based on computed costs, then α is
updated, which allows us to compute the multi-objective (12)
and choose the best trajectory. This process iterates until the
agent gathers all information within the environment.

While effective in some applications, Algorithm 1 suffers
from the curse of dimensionality, as computational complex-
ity explodes with larger planning horizons. Further, as a zero-
order optimization technique, we do not leverage our current
knowledge about the environment to improve our decisions.
Finally, since the future positions are generated randomly,
we require a large number of samples, b, to ensure our risk
does not exceed the maximum threshold.

Alternatively, we propose nMOGD-TS, presented in Algo-
rithm 2, whereby candidate nodes are generated using a noisy
gradient descent on our objective functions. From an initial
position p(t0), candidate nodes for p(t1) are generated in
the directions of ∇̂ϕ and ∇̂Γ, followed by b − 2 additional
random candidate nodes. In practice, we find that forcing

Algorithm 1 Local Multi-Objective TS

1: Input: Initial Agent Position p(t0)
2: Generate b random feasible p(t1)
3: for tk ∈ [1, ..., τ ] do
4: for pl(tk) ∈ [1, ..., b] do
5: Generate b random feasible p(tk+1)

6: Compute J , R ∀ sC = [pC(t0)
T , ..., pC(tτ )

T ]T ▷ (8,9)
7: Evaluate Pareto-dominance for all sC

8: Eliminate all dominated sequences
9: Compute α ▷ (14)

10: Compute cost O for remaining sC ▷ (12)
11: Select s∗ s.t. O(s∗) ≥ O(sC)∀s∗ ̸= sC

12: Apply u : p0 → p1

Algorithm 2 Noisy Multi-Objective Gradient Descent TS

1: Input: Initial Agent Position p(t0)
2: Sample Environment for ϕ(p(t0), t0),Γ(p(t0), t0) and

ϕ(p(t0) + δ, t0),Γ(p(t0) + δ, t0)
3: Approximate environmental gradients ∇ϕ(t0),∇Γ(t0)
4: Generate one p(t1) along ∇ϕ and one along ∇Γ, then

generate b− 2 additional random p(t1)
5: for tk ∈ [1, ..., τ ] do
6: for pl(tk) ∈ [1, ..., b] do
7: Sample Environment for

ϕ(p(tk), t0), Γ(p(tk), t0) and
ϕ(p(tk) + δ, t0), Γ(p(tk) + δ, t0)

8: Approximate Information and Risk Gradients
∇̂ϕ(tk), ∇̂Γ(tk)

9: Generate one p(tk) along ∇̂ϕ(tk), one along
∇̂Γ(tk), and b− 2 additional random p(tk)

10: Compute J , R ∀ sC = [pC(t0)
T , ..., pC(tτ )

T ]T ▷ (8,9)
11: Evaluate Pareto-dominance for all sC

12: Eliminate all dominated sequences
13: Compute α ▷ (14)
14: Compute cost O for remaining sC ▷ (12)
15: Select s∗ s.t. O(s∗) ≥ O(sC)∀s∗ ̸= sC

16: Apply u : p0 → p1

exploration along the gradients yields strong performance
and can reduce the total number of b samples required.

IV. RESULTS

MATLAB implementations of Algorithms 1 and 2 demon-
strate the effectiveness of our approach. We compare the per-
formance of our LMO-TS (Algorithm 1) with our nMOGD-
TS (Algorithm 2). Our first scenario explores a persistent
monitoring scenario, where the information replenishes when
the agent is not nearby. Next, we remove the replenishment
dynamics for a strict information gathering task and look
at performance across 1000 trials. For both scenarios, we
generate environments containing four distinct information
peaks and two risk peaks. The information peaks, which
might represent locations of wildlife, are modeled as time-
invariant Gaussian peaks generated in the four corners of
the environment. In Scenario 1, we generate one static risk
peak in the center of the environment, and one dynamic risk
peak that cycles among the information peaks, as drawn
in Figure 2(a). For batch simulations in Scenario 2, we
randomly generate the four peaks across the four corners,
and randomly generate two dynamic risk peaks that follow
elliptical orbits, as illustrated in Figure 4.

A. Scenario 1: Persistent Information Gathering
In this scenario, our goal is to demonstrate performance

over a persistent information gathering task for the envi-
ronment illustrated in Figure 2(a). We assume the agent’s
footprint is small relative to the scale of the environment,
such that it can only gather information from one peak at
a time. In turn, the three other peaks will replenish their
information. Figure 3(a) plots the maximum amplitude of
the information in the environment over time for both the
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Fig. 3: (a) Remaining environmental information for both
implementations and steady-state averages. (b) Risk accu-
mulation and average risk.
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Fig. 4: Example of a randomly generated environment. Peaks
(green circles) are generated within the green rectangles, and
risk ellipses (red) are generated within the red region. The
agent trajectory generated by Algorithm 2 is shown in blue.

Algorithm 1 (LMO-TS) and Algorithm 2 (nMOGD-TS). We
demonstrate that we can maintain steady-state performance.
Figure 3(b) plots the accumulated risk for both approaches
over time. For this environment, max(Γ) = 2/

√
(2π), the

planning horizon is τ = 3, risk horizon H = 2τ , decay
rate γ = 0.9, and switching threshold of ϵmax = 0.9 yields
a maximum possible accumulated risk of 3.37 (15). We set
the sampling quality b = 10 for Algorithm 1, and b = 2 for
Algorithm 2. Using the sampling-dense approach, the risk
stays well below the theoretical maximum, with an average
risk of 0.054 over time and maximum risk of 0.996. Using
nMOGD-TS, the average risk was 0.032 and maximum risk
of 0.631, yielding a nearly 37% improvement despite fewer
samples. This illustrates that utilizing gradient information
to generate candidate trajectories can outperform a dense
sampling method. However, a high sampling density might
still be desirable in environments where it is impractical to
compute the gradients.

B. Scenario 2: Randomized Gathering Tasks

To test the robustness of our approach, we generated
batch simulations over randomized environments, illustrated
in Figure 4. Further, we remove the assumption that the
velocity of the risk peaks is slower than the agent. For each
environment, we initialize four static information peaks, gen-
erated within the green rectangles of Figure 4. We generate
the two random risk peaks within the red inset, where each
risk peak follows a randomized elliptical trajectory. Note that
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Fig. 5: (a) Log plot of the completion rate of gathering all
information for a given time step. (b) Sorted maximum and
average values of accumulated risk for each simulation.

these orbits may contain or block an information peak, which
we allow to rigorously test our algorithm. The information
does not replenish, therefore, we consider the information
gathering task complete once all information is collected
from the environment.

Figure 5(a) depicts the completion rate of simulations
versus the log of the number of iterations over 1000 trials of
our nMOGD-TS approach. Overall, 970 trials successfully
completed the information gathering task, with 900 trials
completing before 600 time steps, and the last trial complet-
ing around 6000 time steps. Within the 30 incomplete trials,
26 were successful in harvesting three of the information
peaks, 3 harvested two peaks, and only 1 trial had a harvest of
one peak. Analysis into these trials indicated that the random
generation of peaks either blocked the agent from moving
past a peak, or prevented an agent from approaching the final
peaks. However, a success rate of 97% demonstrates that our
approach is quite adaptable to randomized configurations.
Figure 5(b) plots the maximum and average accumulated
risk over all trials, sorted in descending order. Each risk
peak was a uniform Gaussian, with max(Γ) = 1/

√
(2π).

We set the planning horizon to τ = 6, risk horizon H = 2τ ,
and decay rate of γ = 0.9. From these parameters, the
theoretical maximum risk is 1.87 assuming no interference
between peaks. As shown in Figure 5(b), the maximum
accumulated risk was 0.761, with a mean maximum risk
accumulation of 0.397 across all trials, and a mean average
risk accumulation of 0.047. Thus, we see our approach
successfully minimizes the risk accumulation while also
accomplishing the information gathering task.

V. CONCLUSIONS

This paper proposes a new framework for risk-aware
information gathering tasks. We considering risk as an ad-
ditional objective to be optimized as opposed to a simple
constraint, which allows for more flexibility in the decision
making of an autonomous agent. To construct these types
of problems, we propose a general form for modelling
and quantifying environmental risks and information. Our
algorithm efficiently solves the multi-objective optimization
using locally-sampled information to generate Pareto-optimal
trajectories. By defining dynamics for the decision making
process, we have enabled an agent to complete complex
specifications under high levels of uncertainty or danger.
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