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ABSTRACT

One’s native language (L1) is known to influence the development of a nonnative language (L2) at multiple levels, but the nature of L1 transfer to L2 perception remains unclear. This study explored the hypothesis that transfer effects in perception come from L1-specific processing strategies, which direct attention to phonetic cues according to their estimated relative functional load (RFL). Using target languages that were either familiar (English) or unfamiliar (Korean), perception of unreleased final stops was tested in L1 English listeners and four groups of L2 English learners whose L1s differ in stop phonotactics and the estimated RFL of a crucial cue to unreleased stops (i.e., vowel-to-consonant formant transitions). Results were, overall, consistent with the hypothesis, with L1 Japanese listeners showing the poorest perception, followed by L1 Mandarin, Russian, English, and Korean listeners. Two exceptions occurred with Russian listeners, who underperformed Mandarin listeners in identification of English stops and outperformed English listeners in identification of Korean stops. Taken together, these findings support a cue-centric view of transfer based on perceptual attention over a direct phonotactic view based on structural conformity. However, transfer interacts with prior L2 knowledge, which may result in significantly different perceptual consequences for a familiar and an unfamiliar L2.

© 2018 Elsevier Ltd. All rights reserved.

1. Introduction

1.1. L1 influence on L2 perception

An enduring question in the study of second language (L2) acquisition has been the manner in which the phonological system of the native language (L1) constrains the development of an L2, especially an L2 to which a listener was not exposed until late in life. Although it is clear that adult L2 learners maintain access to at least some of the cognitive resources that contribute to successful L1 acquisition (see, e.g., Flege, 1995), they also tend to experience interference from their L1 knowledge, resulting in performance deficits vis-a-vis L1 speakers that are widely documented in the speech perception literature (Bradlow & Pisoni, 1999; Cutler, 2001; Cutler, García Lecumberri, & Cooke, 2008; Nábělek & Donahue, 1984). This phenomenon of crosslinguistic influence (in particular, of an L1 on an L2) is often referred to as transfer (Altenberg, 2005; Bohn, 1995; Odlin, 1989).

The fact that different L1 backgrounds lead to disparate outcomes with the same L2 suggests that what gets transferred in L2 learning are specific aspects of L1 knowledge; however, the precise nature of transferred L1 knowledge is not well understood. In particular, there is no general consensus regarding the basis of transfer effects observed in L2 speech, although various bases have been described in the literature (e.g., Polka, 1991, 1992): phonetic (a mismatch between the fine-grained phonetic properties of a target L2 category or structure and those of its L1 correspondent1), phonemic (a mismatch between a target L2 segment and the L1 inventory), and phonotactic (a mismatch between a target L2 structure and L1 distributional patterns). The relative importance of these factors was the subject of a study by Davidson (2011b) comparing L1 Catalan, English, and Russian listeners on perception of nonnative consonant clusters (generated by removing the first vowel in multisyllabic sequences of Catalan). Results showed that Russian listeners (familiar with the widest variety of clusters from their L1) were better at discriminating between the presence and absence of a cluster than Catalan listeners, who were in turn better than English listeners. Crucially, the Russian advantage

1 A review of the issues involved in identifying this L1 correspondent is outside the scope of this paper. However, it should be noted that, at least for experienced L2 learners, the identification of crosslinguistic correspondents is probably not based solely on phonetic proximity, but rather heavily influenced by higher-level phonological considerations (Chang, 2015; Chang, Yao, Haynes, & Rhodes, 2011).
occurred in spite of the fact that certain test consonants and all the phonetic implementations were nonnative (namely, those of Catalan), suggesting that “the presence of the relevant phonological structure in one’s native language is perhaps the most important predictor of discrimination ability” (Davidson, 2011b, p. 280).

Another study that examined both phonetic and phonological influences of the L1 on L2 perception is Cho and McQueen’s (2006) investigation of stop perception by L1 Korean and Dutch listeners. The goal of this study was to examine two accounts of L2 perception: a “phonological superiority” hypothesis linking L2 perception to (non)conformity of the L2 target with L1 constraints, and a “phonetic superiority” hypothesis linking L2 perception to the richness of the cohort of cues to the L2 target. To this end, listeners were tested on their ability to detect word-final voiceless stops in American English (a familiar L2 for both L1 groups) and Dutch (an unfamiliar L2 for the Korean group), both when the stops were released and when they were “dereleased” (i.e., unreleased because the release was spliced off). The results showed that, for both target languages, Korean listeners detected unreleased stops (which conform to the L1 pattern of final non-release, but are signaled by a weaker cohort of cues) more rapidly than released stops (signaled by a richer cohort of cues); however, their detection accuracy was higher for released stops, albeit released stops (signaled by a richer cohort of cues) more rapidly than unreleased stops. These findings were thus interpreted as supporting the “phonological superiority” hypothesis, while evincing an effect of cue richness given sufficient familiarity with the target L2.2

Although the above findings were given a phonological explanation, the question remains as to how phonological constraints such as phonotactic restrictions influence the perception of L2 speech. One approach to this question is to place speech perception squarely in the purview of phonology and, therefore, to account for perception using the same kinds of formal constraints used to account for phonological phenomena more generally (see, e.g., Escudero, 2009; Steniade, 2009). This type of account has, in fact, been used to explain transfer effects in perception, including L2 “perceptual illusions” (Berent, Steriade, Lennertz, & Vaknin, 2007; Dupoux, Hirose, Kakehi, Pallier, & Mehler, 1999; Parlato-Oliveira, Christophe, Hirose, & Dupoux, 2010) and “perceptual assimilation” of sound sequences (Hallé & Best, 2007; Hallé, Segui, Frauenfelder, & Meunier, 1998).

For example, the case of L1 Japanese speakers perceiving an illusory vowel within L2 consonant clusters was attributed to a phonotactic ban against the clusters in the L1; similarly, L1 Mandarin speakers’ tendency to misperceive English /t/ as can was interpreted as a “clear direct effect of their native language’s ban on /nt/ clusters” (Ernestus, Kouwenhoven, & van Mulken, 2017, p. 60). As such, this view of L2 perceptual deficits is referred to here as the DIRECT PHONOTACTIC VIEW. The core of this view, crucially, is its linking of the difficulty of perceiving an L2-specific target x (where x may be a phoneme, a sequence of phonemes, or a subphonemic feature) directly to x’s partial or total absence from the L1, exemplified in the proposal that “if a learner’s L1 grammar lacks the phonological feature that differentiates a particular non-native contrast, he or she will be unable to perceive the contrast” (Brown, 1998, p. 136; see also Brown, 2000).3 Thus, the logic of this view is that poor L2 perception of x arises because x does not occur in the L1, resulting in the listener either not expecting or failing to listen for x in the L2.

In contrast to the direct phonotactic view, there is an alternative, cue-based approach to explaining L2 perceptual patterns related to phonotactics. In fact, a cue-based explanation of the Russian advantage in Davidson (2011b) is alluded to by Davidson, who observed that “[i]f a contrast such as #/fl/~/#t/ exists in a language, listeners would have to closely attend the acoustic information corresponding to the schwa. However, if a language only allows one of these possibilities, then the production of the other sequence may be treated as a less optimal but potential variant of the phonotactics that do exist” (p. 279). In other words, perhaps the Russian advantage in discriminating clusters from non-clusters is not due to L1 phonotactics per se, but rather to the pattern of targeted perceptual attention (PA) resulting from the L1 phonology. Russian listeners’ L1 experience has tuned their perception to devote more PA to the properties of a vocalic interval between initial consonants because the presence of an intervening vowel has significant linguistic consequences (e.g., making a different word) with consonant sequences of all different types, whereas Catalan and English listeners’ L1 experience has resulted in less PA to this vocalic interval because this is not as important in their respective L1s (which allow a comparatively limited set of clusters). Since this account links L2 perception to L1-specific attunement to phonetic cues (rather than directly to L1 phonotactics), it is referred to here as the CUE-CENTRIC VIEW.

Note that this view does not reject the existence of phonotactics, which are understood to be part of what shapes PA to a cue in a given language. Rather, it does not base predictions for L2 perception on L1 phonotactics in the first instance. The predictions of this view come instead from a cue-based level of analysis, which thus subsumes certain “indirect effects” of L1 phonotactics such as (for a given L2 contrast) “difficulties interpreting the subsegmental cues because these cues do not occur or have different functions” in the L1 (Ernestus et al., 2017, p. 50).

In short, the L1 knowledge transferred to L2 perception can be conceptualized either in terms of categorical phonotactic constraints or in terms of gradient attunement to phonetic cues; however, although categorical phonotactics are part of the linguistic conditions that make a phonetic cue more or less important in a given language, the coarseness of categorical phonotactics limits the empirical power of the direct phonotactic view. In particular, the kind of contrastive analysis at the

2 Note, however, that because the L1 pattern considered in this study can be interpreted as a fact about phonetic realization—i.e., the quality of final stops, as opposed to their (non)occurrence—the results may also reflect a phonetic kind of L1 transfer effect, even if the difference in phonetic realization between Korean and English arises through a categorical phonological process of laryngeal neutralization in Korean and a more variable type of process in English. What is crucial—because it could lead to difficulty in L1 Korean listeners’ perception of English final stops—is the degree of perceived phonetic disparity between Korean and English final stops (cf. Park & de Jong, 2017, for perceptual mapping data suggesting that L1 Korean listeners perceive both released and unreleased English coda stops as unlike Korean stops).

3 This type of view was also reflected in the “contrastive analysis” approach to predicting L2 difficulties (Lado, 1957), which was based on the (non)occurrence in the L1 of an L2 target.
heart of the direct phonotactic view predicts only two types of transfer: “negative” transfer, which results in a perceptual decrement relative to L1 listeners (e.g., Goto, 1971; Sheldon & Strange, 1982), and “neutral” transfer, which results in performance comparable to L1 listeners’ (e.g., Iverson et al., 2003). However, under certain conditions L1 influence may also manifest as “advantageous” transfer, which results in better-than-native perception (e.g., Bohn & Best, 2012; Chang & Mishler, 2012; Hallé, Best, & Levitt, 1999). Such a

NATIVE-LANGUAGE TRANSFER BENEFIT does not follow from phonotactic comparisons across languages (because, once a target is allowed to occur in a given context, it is not meaningful to talk of it being “more allowed” in that context in the L1 vs. L2), but is amenable to an explanation in terms of PA to phonetic cues. A cue-centric view of transfer, however, to account for the multidimensional nature of speech, which typically contains, for each contrast, multiple possible phonetic cues. So how do listeners sort out the multiple aspects of the speech signal to which they could attend? This is one of the main questions addressed in the automatic selective perception (ASP) framework for understanding crosslinguistic speech perception (Strange, 2011; cf. the overlapping PRIMIR framework of Werker & Curtin, 2005). According to ASP, L1 acquisition involves the development of “selective perception routines” (SPRs) that allow perception to be targeted, automatic, and robust in adverse conditions. SPRs are critical to becoming a skilled L1 listener; however, they are also the source of L1 interference in perception of an L2, which often requires the listener to attend to different properties of the speech signal than required by the L1 and/or to integrate them differently. Crucially, ASP posits that older learners maintain access to the language-general processing abilities evident in childhood. However, use of these abilities is affected by two factors: task demands (with high demands causing default to automatized, L1-specific SPRs) and L2 experience (with extensive experience leading to “phonologization” of L2 perception; see, e.g., Levy & Strange, 2008).

1.2. Relative functional load of a cue

In addition to properties of the perceiver (e.g., experience) and task (e.g., demands), properties of the stimulus are also likely to influence speech processing. In particular, two properties of a cue may affect the degree to which listeners attend to it: FUNCTIONAL LOAD and ACOUSTIC RICHNESS. The information-theoretic notion of functional load is usually applied to phonological contrasts (e.g., Martinet, 1933; Wedel, Kaplan, & Jackson, 2013), but may also be extended to the phonetic cues that distinguish them. If a contrast’s functional load is the unique burden that it shoulders in distinguishing lexical items (measured in terms of minimal pairs differing in that contrast), then a cue’s functional load can be thought of as its unique burden in distinguishing phonological contrasts; therefore, this goes up as the number of contrasts involving that cue increases, and down as the number of other cues helping to distinguish those contrasts increases. Note that this concept of a cue’s functional load is inherently relative, because in order to estimate the unique burden of one cue given the multidimensional nature of speech, it is necessary to take into account other contributing cues; therefore, for clarity this concept is referred to here as RELATIVE FUNCTIONAL LOAD (RFL).

How does one estimate RFL of a given cue x? According to the above description, to increment RFL for each contrast that x distinguishes, one should divide by the number of other cues to that contrast; however, the load of each cue in the cohort probably depends on its availability, with a cue that is variably available shouldering less of a load than a cue that is always available. Therefore, it is reasonable to posit that the RFL for one cue accounts for the contributions of other cues according to their availability.4 To illustrate what this means mathematically, a sketch of a formula for RFL is provided in (1), where RFL of cue x is expressed as a function of ax (availability of x as a proportion of time), c (number of contrasts distinguished by x), oyx (number of other cues to current contrast y), and az (availability of the current other cue z).

$$ RFL_x = a_x \cdot \sum_{y=1}^{c} \left( 1 - \frac{o_{yx}}{1 + \sum_{z=1}^{a_z} 1 \cdot a_z} \right) $$

(1)

RFL estimation, using (1) to predict a crosslinguistic hierarchy, is exemplified in Section 1.3. Note that, for one specific contrast, RFL is similar to the notion of “cue weighting”; however, RFL is a broader concept since it incorporates the linguistic work of cueing multiple contrasts across the language. As for acoustic richness, this refers to a language-general notion of information density. For example, independent of RFL, a stop’s release burst is an acoustically rich cue to place of articulation because it provides several clues to place: temporal, amplitudinal, and spectral (e.g., dorsal bursts tend to show longer duration, higher amplitude, and higher-frequency energy than labial ones). In contrast, formant transition cues to place provide mainly spectral information. This disparity in acoustic richness explains why, although burst cues have lower RFL than transition cues with respect to distinguishing final stops in English (due to variable availability of bursts in English), when the two are pitted against each other in cross-spliced stimuli, L1 English listeners tend to follow the burst cues (Wang, 1959). In other words, acoustic richness may override RFL with respect to directing attention to a cue. However, in the present study this will not be relevant, as the materials purposefully avoid setting up a conflict between different cues.

1.3. The present study

The study reported in this article endeavored to test a cue-centric view of L1 transfer based in RFL against a direct phonotactic view, focusing on the case of final stop perception. In regard to investigating transfer effects, final stop contrasts are useful to consider for three reasons. First, final stops are well-attested in the languages of the world, and the three cues—preceding vowel duration, vowel-to-consonant (VC) formant transitions, and release burst—occur, broadly, in any language that has stops (since they also occur in VCV sequences). Second, cues to place of articulation (transition and burst) are not temporally confounded like cues to many other L2 contrasts, so their respective perceptual effects can

4 The accuracy of RFL estimation will, therefore, be limited by our knowledge of what belongs in the cohort of cues to any given contrast.
be separated more easily. Third, VC transitions, as an outcome of coarticulation, constitute a universal cue to final stops given that coarticulation is a universal phenomenon (Lindblom & MacNeilage, 2011). As previously mentioned, a release burst provides another, acoustically rich cue to stop identity, but may not always be available. In American English, for example, final stops are often unreleased (Byrd, 1993; Davidson, 2011a; Kang, 2003; Rositzke, 1943), while in Korean, final stops are consistently unreleased (Sohn, 1999). Unreleased final stops thus provide an ideal testing ground for a study of transfer effects, since the perception of place in an unreleased stop relies on one highly available cue—VC transitions—to which any individual whose L1 contains VC(V) sequences would have been exposed.

Thus, the present study examined L2 perception of unreleased final voiceless stops to address two main research questions. First, is L2 perception of unreleased final stops influenced primarily by L1 transfer of categorical phonotactics or of perceptual attention to cues (Q1)? Second, how is L1 transfer in L2 perception of unreleased final stops influenced by prior knowledge of the target L2 (Q2)?

To address Q1, this study compared listeners from five different L1 backgrounds: Japanese, Mandarin, Russian, American English, and Korean. These languages were selected because of their diverse phonemic, phonotactic, and cue-centric properties (see Table 1), which lead to differences in predicted perceptual attention (PA) to the crucial cue to unreleased stop identity (i.e., VC transitions). Assuming that the role of VC transitions in coining place contrasts in initial/prevo-calic position is relatively small (because in this position place contrasts are cued by perceptually stronger CV transitions and, for stops, an acoustically rich release burst), the following discussion abstracts away from the RFL associated with initial place contrasts and focuses on the RFL of distinguishing final place contrasts. In Japanese, VC transitions draw the least PA because they carry the lowest RFL (namely, 0): the only consonant allowed word-finally is the “placeless” nasal, while the only consonants allowed syllable-finally are always homorganic to the following onset consonant (Iwasaki, 2013), which means that there are effectively no final place contrasts. In Mandarin, VC transitions draw more PA due to a slightly higher RFL, which follows from one place contrast between final nasals /n/ /ŋ/ (a contrast that is also cued by coarticulation of the preceding vowel; Duanmu, 2007). Per (1), and assuming that the vowel quality cue is always available, this means that the RFL of VC transitions (RFLVC) in Mandarin is approximately 0.5 (\(1 - \frac{1}{1 + \frac{1}{\sum_1^n}}\)). In Russian, VC transitions draw yet more PA due to the higher RFL of distinguishing at least four place contrasts, among final nasals /m/ /n/ and plosives /p t k/ (possibly also /m n j t k b d g l/) (Timberlake, 2004). However, RFLVC remains relatively low, because the VC transitions share the burden of cueing the plosive contrasts with a consistently available burst (Davidson & Roon, 2008; Jones & Ward, 1969; Zsiga, 2003). Counting the three primary points of articulation, RFLVC comes to around 2 (0.5 from the nasals + 1.5 from the plosives; \(1 - \frac{1}{1 + \frac{1}{\sum_1^n}} = 1.5\)). In English, VC transitions draw more PA than in Russian due to a higher RFL, which follows from a higher number of final place contrasts (among /m n j t k b d g l/) and the lower availability of the burst cue. Assuming an overall burst availability of approximately 0.5 (Davidson, 2011a; Kang, 2003), RFLVC in English comes to around 3.5, including a contribution from nasal contrasts of 1.5 (\(1 - \frac{1}{1 + \frac{1}{\sum_1^n}}\)) and a contribution from plosive contrasts of 2 (\(1 - \frac{1}{1 + \frac{1}{\sum_1^n}}\)). Finally, in Korean, VC transitions draw the most PA because they have the highest RFL, coining place contrasts among final /m n j/ and /p t k/ (in the latter case, as the sole cue since a burst is not available; Sohn, 1999). RFLVC in Korean thus comes to around 4.5, including a contribution from nasal contrasts of 1.5 (\(1 - \frac{1}{1 + \frac{1}{\sum_1^n}}\)) and a contribution from plosive contrasts of 3 (\(1 - \frac{1}{1 + \frac{1}{\sum_1^n}}\)).

Predictions in regard to Q1 diverge under the direct phonotactic and cue-centric views because of a difference in their underlying logic. On the one hand, the direct phonotactic view attributes L2 perceptual deficits to nonconformity with L1 phonotactics; therefore, how well L2 listeners can perceive unreleased final stops (of the unmarked, voiceless variety) should follow primarily from whether or not the natural class of L1 stops (i.e., [−sonorant, −continuant]) is allowed finally. On the other hand, the cue-centric view attributes L2 perceptual deficits to the (lack of) motivation to attend to a crucial auditory cue, which is closely related to the cue’s RFL in the L1; therefore, L2 listeners’ ability to perceive unreleased final stops should follow primarily from RFLVC in the L1. These two views thus predict different outcomes for Q1. Under the direct phonotactic view, all L2 listeners who speak an L1 disallowing final stops should poorly perceive unreleased final stops because the phonotactic handicap imposed by their L1s is the same. In contrast, under the cue-centric view, L2 listeners subject to the same L1 phonotactic constraint are still likely to show perceptual variation due to differences among L1s in RFLVC. That is, L2 listeners should be poor at perceiving unreleased final stops only insofar as RFLVC in their L1 is low (which would discourage attending to VC transitions). This predicts, for example, that L1 Japanese and Mandarin listeners will not be equally poor at perceiving unreleased final stops; rather, Mandarin listeners should be better because of the higher RFLVC in Mandarin. Given the linguistic differences outlined in Table 1, there were three specific predictions that followed from the cue-centric view. P1, in regard to a familiar L2 (English), was that perceptual success with L2 unreleased final stops would be

---

5 Although Kim and Jongman (1996) describe Korean final stops as often having a (weak) release, note that they examined a specific utterance-medial context in which an alveolar stop was embedded before a velar stop, which is likely to cause the first stop to be incidentally released due to the articulatory coordination involved in the alveolar-to-velar transition. Others (including Cho & McQueen, 2006) have described Korean final stops as unreleased, and this was consistent with the Korean recordings for the present study (Section 2.3), which showed a 0% rate of release.

6 Variants of this view incorporating constraints on other features (e.g., place of articulation features) are discussed further in Section 4, where it is shown that these alternative formulations of the relevant phonotactic constraints do not significantly alter the empirical coverage of this view.
correlated with the PA devoted to VC transitions in listeners’ L1; therefore, the following cline of success was predicted (from lowest to highest): Japanese < Mandarin < Russian < Korean. Note that one part of this cline (Japanese < Korean) is supported by data in Tsukada, Nguyen, Roengpitya, and Ishihara (2007), where unreleased stops from Thai and released and unreleased stops from Australian English were better discriminated by Korean than Japanese listeners. As for the complementary case of perceiving the absence of a final stop, a useful cue to (non)occurrence of a coda other than VC transitions is vowel duration, which tends to be shorter in closed than in open syllables crosslinguistically (Katz, 2012; Maddieson, 1985). Since vowel duration also marks a phonemic length contrast in Japanese (Tajima, Kato, Rothwell, Akahane-Yamada, & Munhall, 2008) but not in Mandarin, the RFL of vowel duration is higher in Japanese (Table 1); this should result in Japanese listeners attending to vowel duration more than Mandarin listeners, which could compensate for, or even overcome, their lack of PA to VC transitions with respect to detecting final stop occurrence. Consequently, P2 was that Japanese listeners would be no worse (and possibly better) than Mandarin listeners at telling that a speech stimulus did not end in /p t k/.

In regard to Q2, following from ASP’s notion of SPRs and a positive relationship between L2 experience and phonologization of L2 perception, it was hypothesized that negative transfer would be more evident in the perception of an unfamiliar, as opposed to familiar, L2, as an unfamiliar L2 would not yet be associated with any L2-specific SPRs. Consequently, listeners were tested on perception of unreleased final stops in two L2s: English (familiar) and Korean (unfamiliar). Since greater transfer of L1 SPRs was expected in perception of Korean, it followed that a relative lack of PA to VC transitions in the L1 should particularly disadvantage listeners in perception of Korean. Thus, P3 was that group differences between L1s where the RFL of VC transitions is lower (i.e., Japanese, Mandarin) vs. higher (i.e., Russian, English, Korean) would be larger in the perception of Korean than in the perception of English.

2. Methods

2.1. Participants

Participants in the perception experiments were five groups of listeners with different L1s: American English (NEng), Japanese (NJpn), Korean (NKor), Mandarin Chinese (NMnCh), and Russian (NRus). The NEng and NKor groups were those from Chang (2016). All listeners were recruited from the Greater Washington, DC and New York metropolitan areas, gave informed consent, and were paid for their participation. Due to a lack of the proper equipment, participants were not able to undergo formal audiometric evaluation; however, their background questionnaires indicated no history of hearing, speech, or language impairments. The five groups consisted of an equal number of participants, who were gender-matched and comparable in mean age (early to late 20s; see Table 2).

The L2 English (NJpn, NKor, NMnCh, NRus) groups consisted of late learners of English (age of onset of 7 or later) who had come to the U.S. as young adults, with similarly advanced mean ages of arrival. These groups reported having spoken English for similar lengths of time (10+ years on average), which did not differ significantly [Kruskal-Wallis χ2(3) = 1.362, n.s.]. The NJpn, NMnCh, and NRus groups consisted of, respectively, native Japanese speakers raised primarily in Japan, native Mandarin speakers born and raised in mainland China or Taiwan, and native Russian speakers born and raised in Russia, Ukraine, or another republic of the former Soviet Union. These groups had no experience with languages containing obligatorily unreleased stops (including Korean and varieties of Chinese with final glottal stops). The NKor group consisted of native Korean speakers who were born and raised primarily in South Korea and had no experience with languages containing unreleased final stops other than Korean and English.

The L1 English (NEng) group consisted of native English speakers who were born and raised in the U.S. in English-speaking households and reported limited knowledge and use of other languages. Eleven NEng participants reported speaking only English, while the other 17 reported being able to speak at least one other language (Farsi, French, Japanese, Mandarin, Russian, and/or Spanish); the latter participants, however, had learned these other languages formally after childhood (mean length of study 5.0 yr) and tended to report low current proficiency, using descriptors such as “not fluent” and “only slight knowledge”. No NEng participants reported fluency in or regular use of another language for communicative purposes. Crucially, like the NJpn, NMnCh, and NRus groups, the NEng group had no experience with languages containing obligatorily unreleased stops.

The NEng and NKor groups each played the role of a control group in the experiment(s) targeting their respective native language. In the English perception experiments, there were four L2 groups familiar with the target language and the NEng group served as an L1 control group, while in the Korean perception experiment, there were four L2 groups unfamiliar with the target language and the NKor group served as an L1 control group. Thus, it should be noted that, unlike NEng listeners,

<table>
<thead>
<tr>
<th>Type</th>
<th>Property</th>
<th>Japanese</th>
<th>Mandarin</th>
<th>Russian</th>
<th>English</th>
<th>Korean</th>
</tr>
</thead>
<tbody>
<tr>
<td>phonemic</td>
<td>vowel length contrast</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>phonotactic</td>
<td>stop contrast/_#</td>
<td>–</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>phonotactic</td>
<td>nasal contrast/_#</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>cue-centric</td>
<td>RFL of vowel duration</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>cue-centric</td>
<td>RFL of VC transition</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>cue-centric</td>
<td>RFL of final stop burst</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

Table 1 Summary of L1 properties relevant to L2 perception of unreleased final stops. Phonemic and phonotactic properties are labeled in binary fashion (i.e., – or +); cue-centric properties, in incremental fashion (where – denotes the lowest degree). RFL = relative functional load.
articulation of a stimuli for Experiment 1 consisted of 48 minimal pairs of mono-

Korean and English stimuli used in Experiments 1

The stimuli for Experiment 2 consisted of 56 disyllabic Eng-

English L1s, and the voiced alveolar fricative /z/ (C₂), which is absent from Mandarin and Korean. The first vowel (V₁) was a mid central unrounded vowel (stressed /ə/ or unstressed [a]), while the second vowel (V₂) ranged over the rhymes /i u a ɛ i ou ao a/. Point vowels /i u a/ were included because they each have a parallel in the inventories of the other languages, while /ɛ i ou ao a/ were included because one or more of these is absent from Japanese, Korean, and Russian (which contain either no or a limited set of diphongs). Finally, the third consonant slot (C₃) varied among /p/ /t/ /k/ and zero (i.e., absence of a final stop). With the alternation of primary stress between initial and final syllables, this resulted in 56 nonce words (7 possible final rhymes × 4 possible codas × 2 possible stress patterns), such as [jə zɪt] and [ˈjaɻɪt].

The stimuli for Experiment 3 consisted of 28 disyllabic Korean nonce words that varied by final consonant and vowel. As in Experiment 2, all items followed a C₁V₁C₂V₂C₃ template. These stimuli were originally constructed with the NEng listeners in mind (to make the perceptual task as easy as possible for them; see Chang, 2016), so they were made to depart as little as possible from English phonology (while remaining consistent with Korean phonology) by filling the first two consonant slots with Korean consonants that also occur in English: the voiced bilabial nasal /m/ (C₁), which occurs in all the other languages, and the voiced alveolar flap [ɾ] (C₂), an allophone of /l/ which also occurs in Japanese and Russian. The first vowel (V₁) was a high back rounded vowel with a palatal on-glide ([ɯ]), while the second vowel (V₂) ranged over the seven-vowel inventory of modern Korean: /i u a ɛ i ou ao a/ (Chang, 2012). As in Experiment 2, the final consonant slot (C₃) varied among /p/ /t/ /k/ and zero. This resulted in 28 nonce words (7 possible final vowels × 4 possible codas), such as [miɾuːtʰ].

Creation of the auditory stimuli was performed in two steps. In the first step, the target items were produced by native speakers and audio-recorded. The English stimuli were recorded by two male native speakers of American English (age 19 and 25 yr), who were raised in Maryland and had no
experience with a language containing obligatorily unreleased stops. The Korean stimuli were recorded by a male native speaker of Korean (age 32 yr) born and raised in Seoul. All recordings were made in the U.S. in a sound-attenuated booth at 44.1 kHz with 24-bit resolution, using a Zoom H4N mobile audio recorder and an Audix HT5 head-mounted condenser microphone positioned approximately 2 cm to the left of the talker’s mouth. Items for Experiments 1–2 were presented via English spelling (with the stressed syllable underlined for the nonce items), and items for Experiment 3 via Korean spelling, on randomized individual index cards three times. To regulate the rate of presentation, a Qwik Time QT-3 metronome was used to present items at a rate of approximately one every two seconds.

In the second step, speech tokens were selected containing the coarticulatory transitions of interest from among the three repetitions of each stimulus. Although both released and unreleased blocks of tokens were collected of the English items, released tokens ultimately provided the basis for the English stimuli (in both English perception experiments) because the presence of a release burst made it clear that the oral closure of the final stop consonant was realized (whereas unreleased tokens were sometimes realized with just a glottal stop). Additionally, previous research comparing the perception of unreleased stops and “dereleased” stops (i.e., released stops with the release burst removed) in English found the two to be very similar (Lisker, 1999; Malécot, 1958). Thus, to approximate unreleased stops in the English stimuli while ensuring the presence of VC formant transitions, released tokens were used and edited in Praat (Boersma & Weenink, 2011) to remove the final release burst. The Korean tokens were produced as unreleased, so they did not undergo editing to remove a release burst. Both English and Korean stimuli were furthermore normalized in Praat to a peak intensity of 0.99.

To check that the nonce word stimuli actually contained the variation in vowel duration that serves as a cue to the presence of a coda consonant, the duration of the variation in vowel duration that serves as a cue to the presence of VC formant transitions, released tokens were produced as unreleased, so they did not undergo editing to remove a release burst. Both English and Korean stimuli were furthermore normalized in Praat to a peak intensity of 0.99.

In Experiment 1, listeners completed a speeded AX categorical discrimination task (Flege, 2003) with English words (“speeded” refers to the instructions to listeners to respond both accurately and as quickly as possible). Words in each pair were uttered by different talkers, each trial consisting of the presentation of a trial counter on screen for 1 s, the playing of the first word (A), a 1-s ISI, and then the playing of the second word (X). A listener’s response indicated whether X was the same word as A or a different word. The experiment began with 12 practice trials and moved on to 192 test trials (96 “same” trials and 96 “different” trials), which were divided into two randomized blocks with an even distribution of “same” and “different” trials spanning both possible talker orders.

In Experiment 2, listeners completed a speeded one-interval, four-alternative forced choice (4AFC) identification task with English nonce words. To increase the difficulty of this task (since all listeners were familiar with English) and thereby lower the likelihood of ceiling performance (which would have the undesirable effect of obscuring between-group differences), the task incorporated sentence embedding as well as alternation between different talkers. On each trial, a trial counter was presented on screen for 1 s and then a randomly selected precursor was played (either This word is... Now the word is..., or The next word is...), followed by one of the 56 nonce words. A listener’s response indicated whether the final sound of the last word was /p/, /t/, /k/, or something else (“other”). The experiment began with eight practice trials and moved on to three randomized blocks of 56 test trials. In the first block, trials were spoken by the first talker; in the second
block, by the second talker; and in the final block, by either talker.

In Experiment 3, listeners completed a similar 4AFC identification task with Korean nonce words. Since all listeners except the NKor listeners were unfamiliar with Korean, these stimuli were presented in isolation and uttered by one talker only (i.e., features increasing difficulty in Experiment 2 were not incorporated here). Thus, absolute levels of performance in Experiment 3 are not directly comparable to those in Experiment 2; however, this is not a problem because the crucial variable in all experiments is not absolute performance, but relative performance (compared to other groups). The structure of each trial in Experiment 3 was similar to that of trials in Experiment 2, consisting of the presentation of a trial counter on screen for 1 s and then the playing of one of the 28 nonce words. As in Experiment 2, a listener’s response indicated whether the final sound of the word was /p/, /t/, /k/, or something else (“other”). The experiment began with eight practice trials and moved on to three randomized blocks of 28 test trials.

3. Results

3.1. Experiment 1: stop discrimination in English

The data from Experiment 1 were analyzed in terms of $d'$, a unitless measure of perceptual sensitivity to stimulus changes (i.e., discrimination ability) that accounts for response bias (Macmillan & Creelman, 2005). A higher $d'$ is interpreted as reflecting more successful perception. For each participant, two $d'$ scores were calculated: one for discrimination of “stop/stop” contrasts (i.e., word pairs differing in the place of a final stop, such as weep vs. wheat), and one for discrimination of “stop/zero” contrasts (i.e., word pairs differing in the presence of a final stop, such as beet vs. bee). For the first $d'$ score, “hits” and “false alarms” were, respectively, correct responses on “different” stop/stop trials (e.g., weep/wheat) and incorrect responses on “same” stop/stop trials (e.g., weep/weep). For the second $d'$ score, “hits” and “false alarms” were, respectively, correct responses on “different” stop/zero trials (e.g., beet/bee) and incorrect responses on “same” stop/stop trials (e.g., beet/beat) and zero/zero trials (e.g., bee/bee).

Inspection of the $d'$ scores using the Shapiro-Wilk test of normality (Shapiro & Wilk, 1965) suggested that although nine out of the ten sets of scores (from 5 listener groups $\times 2$ contrast types) were normally distributed [$W > 0.956, p > .290$], the NJpn group’s scores on stop/stop contrasts were not [$W = 0.922, p = .039$]; therefore, non-parametric statistics (namely, the Kruskal-Wallis one-way analysis of variance; Kruskal & Wallis, 1952) were used in R (R Development Core Team, 2015) to test for between-group differences in discrimination performance. There were two factors: Group (NEng, NJpn, NKor, NMnCh, NRus), a between-participants factor, and Contrast (stop/stop, stop/zero), a within-participants factor. Additional pairwise tests comprised only the four planned comparisons between adjacent groups on the predicted cline of perceptual success for each contrast (as opposed to all 20 comparisons); therefore, multiple-comparisons correction of $p$-values was not performed to avoid increasing the chance of type II error.

Given P1 as well as the L1 status of the NEng group, the predicted cline of success for stop/stop discrimination was NJpn < NMnCh < NRus < NKor < NEng, while that for stop/zero discrimination was (NJpn, NMnCh) < NRus < NKor < NEng. Fig. 1 shows the marked differences in $d'$ scores that emerged among the four L2 English groups in comparison to the NEng group for both contrast types, which resulted in a main effect of Group [Kruskal-Wallis $\chi^2(4) = 66.267, p < .0001$]. A main effect of Contrast [Kruskal-Wallis $\chi^2(1) = 87.565, p < .0001$] arose due to the fact that stop/zero contrasts (mean $d' = 1.57$) were discriminated better than stop/stop contrasts (mean $d' = 0.84$) by all groups. When the data were further examined by contrast type, a significant effect of Group was found both for stop/stop contrasts [Kruskal-Wallis $\chi^2(1) = 71.409, p < .0001$] and for stop/zero contrasts [Kruskal-Wallis $\chi^2(1) = 49.459, p < .0001$].

Since there were significant effects of Group on $d'$ scores for both contrast types, between-group comparisons were conducted for both contrast types to identify the source of these effects. On stop/stop contrasts, NJpn listeners had the lowest $d'$ scores (mean of 0.44), followed by NMnCh listeners (mean of 0.56), NRus listeners (mean of 0.81), NKor listeners (mean of 1.17), and NEng listeners (mean of 1.24). This hierarchy was as predicted, although pairwise comparisons revealed that the NJpn-NMnCh and NKor-NEng differences were not significant [Kruskal-Wallis $\chi^2(1) < 1.170$, n.s.]. However, the NMnCh-NRus difference [Kruskal-Wallis $\chi^2(1) = 5.339, p < .05$] and the NRus-NKor difference [Kruskal-Wallis $\chi^2(1) = 11.304, p < .001$] were both significant. In short, $d'$ scores on stop/stop contrasts showed the following hierarchy of perceptual sensitivity: {NJpn, NMnCh} < NRus < {NKor, NEng}. Overall, these results are more consistent with the cue-centric view (which predicts the difference between NRus and NKor/NEng) than the direct phonotactic view (which predicts only the difference between NJpn/NMnCh and NRus/NKor/NEng).

On stop/zero contrasts, the five groups showed a different relative ordering of $d'$ scores. The group with the lowest $d'$ scores here was the NRus group (mean of 1.15), followed by the NJpn group (mean of 1.34), the NMnCh group (mean of 1.36), the NEng group (mean of 1.83), and the NKor group (mean of 2.16). The fact that NRus listeners’ $d'$ scores here were lower, instead of higher, than NMnCh listeners’ was unexpected, although pairwise comparisons revealed that neither the NMnCh-NRus difference nor the NJpn-NMnCh difference was significant [Kruskal-Wallis $\chi^2(1) < 2.274$, n.s.]. The NRus-NKor difference [Kruskal-Wallis $\chi^2(1) = 32.148, p < .001$] was significant and in the expected direction, whereas the NKor-NEng difference [Kruskal-Wallis $\chi^2(1) = 4.401, p < .05$] was significant and in the opposite direction of the prediction. Thus, $d'$ scores on stop/zero contrasts showed the following hierarchy of perceptual sensitivity: {NJpn, NMnCh, NRus} < NEng < NKor. Overall, these results are also more consistent with the cue-centric view than the direct phonotactic view: the cue-centric view both predicts the failure of NMnCh listeners to outperform NJpn listeners. 

---

All data from Experiments 1–3 (in trial-by-trial format) are publicly accessible via the Open Science Framework at https://osf.io/e5qsj/. 

8 All data from Experiments 1–3 (in trial-by-trial format) are publicly accessible via the Open Science Framework at https://osf.io/e5qsj/.
and is able to account for the better-than-native perception of NKor listeners, whereas the direct phonotactic view incorrectly predicts a NMnCh advantage over the NJpn group and is unable to explain the NKor advantage over the NEng group.9

To check whether the group differences in d’ scores could be accounted for in terms of a speed-accuracy trade-off (e.g., d’ scores in one group being low because of a higher error rate arising from faster responses), response times (RTs) were also examined, following exclusion of extreme RTs greater than 2.5 standard deviations from each participant’s mean (6% of the data; see, e.g., Sumner & Samuel, 2009) and log transformation to correct for positive skew (Newell & Rosenblom, 1981). Fig. 2 shows the average log RTs for correct discrimination judgments across groups and contrast types. There was no effect of Contrast on RTs [Kruskal-Wallis \( \chi^2(1) = 0.640, \ p = \text{n.s.} \)], but a significant effect of Group [Kruskal-Wallis \( \chi^2(4) = 70.893, \ p < .0001 \)], reflecting the overall similarity of RTs across the two contrast types and the substantial variation of RTs across groups. Crucially, however, the pattern of RT differences provided no indication that differences in d’ were attributable to differences in RTs. On the contrary, groups that achieved higher d’ scores consistently did so with RTs that were either not significantly different from, or in fact faster than, RTs of groups with lower d’ scores (e.g., NKor/NEng vs. NJpn/NMnCh/NRus, on both contrast types).

3.2. Experiment 2: stop identification in English

The data from Experiment 2 were analyzed by building a logistic mixed-effects regression model of the log odds of correct identification (Dixon, 2008; Jaeger, 2008) in R (R Development Core Team, 2015). Higher odds of correct identification are interpreted as reflecting more successful perception. Starting with random-effect terms for Participant and Item, the model was augmented incrementally by fixed-effect terms for Final (stop, non-stop; reference level = stop), Group (NEng, NJpn, NKor, NMnCh, NRus; reference level = NEng), and a Final \( \times \) Group interaction. All variables were treatment-coded, and the reference level of the Group variable was set to contrast each of the L2 English groups with the L1 English (i.e., NEng) group. The basic model with only random intercepts for Participant and by Item was improved by adding the Final term \( \chi^2(1) = 132.130, p < .0001 \), the Group term \( \chi^2(4) = 56.310, p < .0001 \), and the Final \( \times \) Group interaction \( \chi^2(4) = 176.940, p < .0001 \). Thus, the final model of English identification performance \( n = 23520, \ \text{log-likelihood} = -10892 \) included all three fixed effects, summarized in Table 4.10

As in Experiment 1, the predicted cline of success for stop identification was NJpn < NMnCh < NRus < NKor < NEng, while that for non-stop identification was (NJpn, NMnCh) < NRus < NKor < NEng. Fig. 3 shows the considerable cross-group variation that was found in this experiment. Model results (Table 4) revealed that NEng listeners accurately identified English final stops with higher than 50–50 odds \( \beta = 0.364, z = 2.061, p < .05 \); however, they were much more likely to identify final non-stops (as “other” sounds) accurately \( \beta = 3.769, z = 12.581, p < .0001 \), and this was the case for all groups. Consistent with the results of Experiment 1, NJpn listeners had the lowest accuracy of all groups on final stops, and the NJpn group, as well as the MnCh and NRus groups, were all significantly less likely than NEng listeners to identify final stops accurately \( |β| > 0.397, z < -1.982, ps < .05 \); NKor listeners, by contrast, did not differ significantly from NEng listeners \( \beta = 0.247, z = 1.226, \text{n.s.} \).

To test additional group comparisons that were not evident in the main model in Table 4, alternative models were built with the same overall structure but with different reference levels for
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9 Note that the lack of difference between NMnCh and NRus is not predicted under either view.

10 Note that all of the final models for Experiments 2–3 contained a parsimonious random-effects structure including only random intercepts (as opposed to the maximal random-effects structure with all possible random intercepts and slopes) because attempts to build models with more complex random-effects structures either failed to converge or yielded models that showed signs of overparameterization and/or less stable fit, consistent with concerns in the literature regarding maximal models for actual psycholinguistic data (e.g., Bates, Kliegl, Vasishth, & Baayen, 2015). More complex models, moreover, did not generate results for the fixed effects that were substantially different from those of parsimonious models. Therefore, the results reported below are from the parsimonious models.
theless, a model with non-stop and showed near-ceiling performance on these stimuli. Never-
significantly less likely to be accurate on final non-stops than NJpn listeners 
(\(\beta = 0.772, z = 3.187, p < .01\)), whereas NRus listeners were not 
(\(\beta = 0.143, z = 0.589, \text{n.s.}\)). A second model with NRus set as the reference level of Group showed that NMinCh listeners were more likely to be accurate on final non-stops than NRus listeners as well 
(\(\beta = 0.661, z = 2.511, p < .05\)). In short, results on final stops showed the following cline of perceptual success: \{NJpn, NRus\} < NMinCh < \{NKor, NEng\}.

As for final non-stops (i.e., sonorants), all groups found these relatively easy to identify accurately as “other” sounds and showed near-ceiling performance on these stimuli. Nevertheless, a model with ‘non-stop’ set as the reference level of Contrast revealed that the NJpn and NMinCh groups were both significantly less likely to be accurate on final non-stops than the NEng group 
(\(\beta s < -1.820, zs < -2.083, ps < .05\)). However, the NJpn and MnCh groups were not significantly different from each other on final non-stops, as shown in a second model with ‘non-stop’ as the reference level of Contrast and NJpn as the reference level of Group 
(\(\beta = 0.573, z = 0.628, \text{n.s.}\)). In short, results on final non-stops showed the following cline of perceptual success: \{NJpn, NMinCh\} < \{NRus, NKor, NEng\}.

Notably, the observed differences between groups on final stops were relatively consistent across vowel contexts. When the analysis considered only those items where the second (final) vowel was one of the point vowels, the overall pattern of results was found to remain the same. In other words, reducing the crosslinguistic disparity between the vowels in the L2 target items and the vowels of the various L2 listeners’ L1s did not significantly change the results, suggesting that the overall pattern of between-group differences (on final stops especially) was not due to differences in crosslinguistic similarity of vowels.

Accuracy on final stops, however, showed considerable variation according to place, largely attributable to the diverse response biases evident in listeners’ errors (Fig. 4). Although NKor listeners showed relatively little bias, NEng listeners, as described in prior work (Chang, 2016; Chang & Mishler, 2012), were biased to respond “t” for stop-final stimuli. This bias was consistent with the fact that /t/ is the stop most likely to occur without release in American English, and was also found in all groups’ errors on non-stop-final stimuli (although less so for the NMinCh group). Unlike NEng listeners, NJpn and NRus listeners were both heavily biased to respond “other” for stop-final stimuli, which may indicate that to their ears these stimuli did not sound like they ended in a stop; this would be consistent with the strong implication of release for stops in Japanese and Russian. The bias toward “other” was evident in NMinCh listeners, too, but less strongly, as they were also inclined to respond “p” for stop-final stimuli.

As in Experiment 1, RTs in Experiment 2 were examined to check whether group differences in identification accuracy could be attributed to differences in response speed. The average log-transformed RTs for correct identification judgments are shown in Fig. 5 (excluding extreme data points greater than 2.5 standard deviations from each participant’s mean, which comprised 9% of the data). There was no effect of Contrast on RTs [Kruskal-Wallis \(\chi^2(1) = 2.348, \text{n.s.}\)], but a significant effect of Group [Kruskal-Wallis \(\chi^2(4) = 12.659, p < .05\)]. Again, however, the specific pattern of group differences in RTs only supported the accuracy results: groups that achieved higher accuracy showed RTs that were either not significantly different from, or faster than, the RTs of groups that achieved lower accuracy (e.g., NEng vs. NJpn/NMinCh on non-stop-final stimuli).

3.3. Experiment 3: stop identification in Korean

The data from Experiment 3 were subjected to the same analysis as the data from Experiment 2: logistic mixed-effects regression on the log odds of correct identification. As in Experiment 2, higher odds of accuracy are interpreted as reflecting more successful perception. The model-building pro-
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**Table 4**

Fixed-effect terms in the logistic mixed-effects model of the likelihood of accuracy in Experiment 2 (English identification). Significance codes: ‘\(^p < .05\)’ ‘\(^p < .01\)’ ‘\(^p < .001\).

<table>
<thead>
<tr>
<th>Predictor</th>
<th>(\beta)</th>
<th>(SE)</th>
<th>(z)</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>0.364</td>
<td>0.177</td>
<td>2.061</td>
<td>.039*</td>
</tr>
<tr>
<td>Final: non-stop</td>
<td>3.769</td>
<td>0.300</td>
<td>12.581</td>
<td>&lt; .001**</td>
</tr>
<tr>
<td>Group: NJpn</td>
<td>-1.148</td>
<td>0.201</td>
<td>-5.700</td>
<td>&lt; .001**</td>
</tr>
<tr>
<td>Group: NMinCh</td>
<td>-0.398</td>
<td>0.201</td>
<td>-1.983</td>
<td>.047</td>
</tr>
<tr>
<td>Group: NRus</td>
<td>-1.009</td>
<td>0.202</td>
<td>-5.006</td>
<td>&lt; .001**</td>
</tr>
<tr>
<td>Group: NKor</td>
<td>0.247</td>
<td>0.201</td>
<td>1.226</td>
<td>.220</td>
</tr>
<tr>
<td>Final: non-stop × Group: NJpn</td>
<td>-0.097</td>
<td>0.247</td>
<td>-0.394</td>
<td>.694</td>
</tr>
<tr>
<td>Final: non-stop × Group: NMinCh</td>
<td>-1.490</td>
<td>0.236</td>
<td>-6.320</td>
<td>&lt; .001**</td>
</tr>
<tr>
<td>Final: non-stop × Group: NRus</td>
<td>0.954</td>
<td>0.284</td>
<td>3.355</td>
<td>&lt; .001**</td>
</tr>
<tr>
<td>Final: non-stop × Group: NKor</td>
<td>-0.741</td>
<td>0.275</td>
<td>-2.693</td>
<td>.007**</td>
</tr>
</tbody>
</table>

**Fig. 3.** Percent accuracy in Experiment 2 (English identification), by final sound type and L1 group. “Stop” and “non-stop” refer, respectively, to final unreleased stops and to final non-stops (correctly identified as the “other” category, i.e. not /p t k/). Error bars mark ±1 standard error of the mean over participants. The dotted line marks the level of chance performance.
procedure was the same, starting with random-effect terms for Participant and Item and augmenting the model incrementally with fixed-effect terms for Final (stop, non-stop; reference level = stop), Group (NEng, NJpn, NKor, NMnCh, NRus; reference level = NKor), and a Final x Group interaction. As in Experiment 2, all variables were treatment-coded, and the reference level of the Group variable was set to contrast each of the groups unfamiliar with the target language (Korean) with the L1 Korean (i.e., NKor) group. The basic model with only random intercepts by Participant and by Item was improved by adding the Final term $\chi^2(1) = 24.080, p < .0001$, the Group term $\chi^2(4) = 81.941, p < .0001$, and the Final x Group interaction $\chi^2(4) = 118.200, p < .0001$, so the final model $[n = 11760, \text{log-likelihood} = -5114]$ included all of these fixed effects, summarized in Table 5.

Given the L1 status of the NKor group in Experiment 3, the predicted cline of success for stop identification was NJpn < NMnCh < NRus < NEng < NKor, while that for non-stop identification was {NJpn, NMnCh} < NRus < NEng < NKor. Fig. 6 shows that there was variation among the groups in their identification performance in Korean, too. Model results (Table 5) revealed that NKor listeners were highly likely to identify Korean final stops accurately $[\beta = 2.122, z = 8.580, p < .0001]$; however, they were still more likely to identify final non-stops (as “other” sounds) accurately $[\beta = 2.081, z = 4.629, p < .0001]$, and this was true of all groups. In comparison to the NKor group, all other groups were significantly less likely to identify final stops accurately $[|\beta| < -0.551, |z| < -2.146, p < .05]$, but there were further differences among them.

To test additional group comparisons that were not evident in the main model in Table 5, alternative models were built with the same structure but different reference levels for Group and/or Contrast. NJpn and NMnCh listeners were the least likely to be accurate on final stops (showing nearly identical levels of accuracy, contrary to P1), and a model with NJpn set as the reference level of Group showed that NRus and NEng listeners were both significantly more likely to be accurate on final stops than the NJpn group $[|\beta| > 0.674, |z| > 2.573, p < .05]$. Alternative models with NMnCh or NEng set as the reference level of Group further showed that NEng and NRus listeners were both significantly more likely to be accurate on final stops than NMnCh listeners $[|\beta| > 0.675, |z| > 2.585, p < .01]$, and that NRus listeners were even less likely to be accurate on final stops.
showed that the NMnCh group was significantly more accurate on final stops than the NJpn group [\( \beta = -1.995, z = -7.845, p < .001 \)]. Similar to Experiment 2, most groups found final non-stops (/k/) more difficult to identify than /p t k/ (i.e., sonorants) in Korean relatively easy to identify accurately (Fig. 6).

As in Experiment 2, there was a similar cline of perceptual success (i.e., P1: NJpn < NMnCh < NRus < NKor). Thus, results on final stops showed the following cline of perceptual success: (NJpn, NMnCh) < NEng < NRus < NKor.

A model with ‘non-stop’ set as the reference level of Contrast showed that the NMnCh group was significantly less likely to be accurate on final non-stops than the NKor group [\( \beta = -3.743, z = 5.164, p < .0001 \)], as was the NEng group [\( \beta = -2.078, z = 2.802, p < .01 \)]; however, the NJpn and NRus groups were not significantly different from the NKor group [\( [\beta < 0.785, |z| < 0.986, \text{n.s.}] \). A second model with ‘non-stop’ as the reference level of Contrast and NMnCh as the reference level of Group showed that the NEng group was still more likely to be accurate on final non-stops than the NMnCh group [\( \beta = 1.667, z = 2.812, p < .01 \)], while a third model with ‘non-stop’ as the reference level of Contrast and NJpn as the reference level of Group showed that the NEng group was marginally less likely to be accurate on final non-stops than the NJpn group [\( \beta = -1.283, z = -1.884, p = .059 \)]. In short, results on final non-stops showed the following cline of perceptual success: NMnCh < NEng < (NJpn, NRus, NKor).

As in Experiment 2, the overall patterns in Experiment 3 remained the same when results were limited to items with a final point vowel; however, again there was considerable variation on final stops according to place due to different response biases across groups. Error analyses (Fig. 7) showed no clear bias for NKor listeners other than toward ‘p’ errors on final /t/. NEng listeners again showed a bias to respond ‘t’, but less strongly here, as their most common error on final /k/ is instead to respond “other”. NJpn and NMnCh listeners were again biased to respond “other” for stop-final stimuli (although somewhat less strongly than in Experiment 2). NRus listeners, too, were biased to err by responding “other”, except in the case of final /t/, where their most common error was to respond “p”. What was most striking about NRus listeners’ errors here, however, was their rarity, which resulted in the NRus group being 38% more accurate on the Korean stops in Experiment 3 than on the English stops in Experiment 2.

In Experiment 3 as well, RTs were examined to check whether group differences in accuracy could be attributed to differences in response speed. The average log-transformed RTs for correct identification judgments are shown in Fig. 8 (excluding extreme data points greater than 2.5 standard deviations from each participant’s mean, which comprised 7% of the data). There was no effect of Contrast on RTs [Kruskal-Wallis \( \chi^2(4) = 35.626, p < .0001 \)]. As in Experiment 2, however, the specific pattern of group differences in RTs strengthened the findings on accuracy: groups that achieved higher accuracy showed RTs that were either not significantly different from, or faster than, the RTs of groups that achieved lower accuracy (e.g., NRus/NKor/NEng vs. NJpn/NMnCh on stop-final stimuli).

4. Discussion

In regard to Q1 in Section 1.3, the results of Experiments 1–3 (summarized in Table 6) provided more support for the cue-centric view than the direct phonotactic view of L1 transfer in L2 speech perception. In the discrimination of unreleased stop contrasts in English (Experiment 1), the patterning of L2 listener groups was consistent with the predicted cline of perceptual success (i.e., P1: NJpn < NMnCh < NRus < NKor), although the difference between NJpn and NMnCh listeners did not reach significance. In the discrimination of the presence vs. absence of an unreleased stop, the NKor group displayed greater sensitivity than the L1 listener (NEng) group as well. In the identification of unreleased stops in English (Experiment 2), there was a similar cline of perceptual success, except that.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>( \beta )</th>
<th>SE</th>
<th>( z )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>2.122</td>
<td>0.247</td>
<td>8.580</td>
<td>&lt;.001***</td>
</tr>
<tr>
<td>Final: non-stop</td>
<td>2.081</td>
<td>0.450</td>
<td>4.629</td>
<td>&lt;.001***</td>
</tr>
<tr>
<td>Group: NJpn</td>
<td>-1.992</td>
<td>0.255</td>
<td>-7.825</td>
<td>&lt;.001***</td>
</tr>
<tr>
<td>Group: NMnCh</td>
<td>-1.995</td>
<td>0.254</td>
<td>-7.845</td>
<td>&lt;.001***</td>
</tr>
<tr>
<td>Group: NRus</td>
<td>-0.552</td>
<td>0.257</td>
<td>-2.147</td>
<td>.032</td>
</tr>
<tr>
<td>Group: NEng</td>
<td>-1.318</td>
<td>0.255</td>
<td>-5.176</td>
<td>&lt;.001***</td>
</tr>
<tr>
<td>Final: non-stop x Group: NJpn</td>
<td>1.301</td>
<td>0.371</td>
<td>3.511</td>
<td>&lt;.001***</td>
</tr>
<tr>
<td>Final: non-stop x Group: NMnCh</td>
<td>-0.886</td>
<td>0.325</td>
<td>-2.722</td>
<td>.006*</td>
</tr>
<tr>
<td>Final: non-stop x Group: NRus</td>
<td>1.330</td>
<td>0.484</td>
<td>2.749</td>
<td>.006*</td>
</tr>
<tr>
<td>Final: non-stop x Group: NEng</td>
<td>-0.076</td>
<td>0.348</td>
<td>-0.217</td>
<td>.828</td>
</tr>
</tbody>
</table>
the NRus group underperformed the NMnCh group. The NRus group also showed an unexpected pattern of performance in the identification of unreleased stops in Korean (Experiment 3), where they diverged from the predicted cline of perceptual success by outperforming the NEng group.

Although one aspect of the results, the failure of NMnCh listeners to outperform NJpn listeners on final stops in Experiment 3, contradicts P1 from the cue-centric view, there are three aspects of the results that cannot be explained under the direct phonotactic view: (1) the advantageous transfer (i.e., native-language transfer benefit) evident in NKor listeners' better-than-native sensitivity to stop/zero contrasts in English, (2) NMnCh listeners' advantage over NJpn listeners in identification of unreleased stops in English, which supports P1, and (3) NJpn listeners' advantage over NMnCh listeners in identification of the absence of a final voiceless stop in Korean, which supports P2. This is because the direct phonotactic view provides no way of deriving native-language transfer benefits or, at a more basic level, differences between nonnative listeners whose L1s have the same high-ranked constraint.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Condition</th>
<th>Observed cline of perceptual success</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (English discrimination)</td>
<td>stop/stop contrasts</td>
<td>{NJpn, NMnCh} &lt; NRus &lt; {NKor, NEng}</td>
</tr>
<tr>
<td>2 (English identification)</td>
<td>final stops</td>
<td>{NJpn, NRus} &lt; NMnCh &lt; {NKor, NEng}</td>
</tr>
<tr>
<td>3 (Korean identification)</td>
<td>final non-stops</td>
<td>NMnCh &lt; NEng &lt; NRus &lt; NKor</td>
</tr>
</tbody>
</table>

Fig. 7. Total error counts in Experiment 3 (Korean identification), by group, target, and response. The groups are the five L1 groups; the targets and responses correspond to the four answer choices (/p/, /t/, /k/, "other"). For each target, error types are presented in order from bottom to top, colored progressively darker according to response (with incorrect /p/ responses at the bottom in the lightest gray and incorrect "other" responses at the top in black).

Fig. 8. Log response time for correct responses in Experiment 3 (Korean identification), by contrast type and L1 group. "Stop" and "non-stop" refer, respectively, to final unreleased stops and to final non-stops (correctly identified as the "other" category, i.e. not /p t k/). Error bars mark ±1 standard error of the mean over participants.
against the target L2 configuration.¹¹ The cue-centric view, by contrast, is able to account for these effects straightforwardly as the product of listeners’ gradient L1 attunement to a crucial auditory cue.

Each of these three findings merits further comment. The first finding is discussed in greater detail in Chang (2016), which reports data from heritage Korean listeners that supports the interpretation of the NKor group’s relatively weak advantage over the NEng group in English perception as indeed the result of L1 transfer from Korean. In short, heritage Korean listeners of the same age and education level as the NEng group show a much stronger advantage, outperforming NEng listeners by a significantly greater margin on both stop/zero discrimination and stop identification with response speeds that tend to be faster. These results suggest that, despite the inherent opportunity cost of exposure to Korean (which necessarily reduces the amount of exposure to the target language, English), heritage Korean listeners, as well as NKor listeners, extract a generalizable perceptual benefit from their experience attending to VC transitions in Korean. Again, this kind of native-language transfer benefit does not follow from the direct phonotactic view, but is easily explained under the cue-centric view.

As for the second and third findings involving the differences in performance between the NJpn and NMnCh groups, note that these findings cannot be an artifact of differences in L2 proficiency, education level, or other variables that might be related broadly to improved perception because the directionality of the group difference is inconsistent across conditions for the same target language (English) and, moreover, within the same experiment (Experiment 2). That is to say, if a hypothetically higher English proficiency level is what led to the NMnCh group outperforming the NJpn group in English stop identification, this should have led to better performance on non-stop-final stimuli, too. Therefore, the observed pattern on non-stop-final stimuli, where it is the NJpn group outperforming the NMnCh group, rules out an explanation of the NJpn-NMnCh disparities in terms of differences in uncontrolled factors that would globally affect English perception.

Instead, it is argued that the NJpn-NMnCh disparities are due to the different ways in which L1-specialized perception routines bias NJpn and NMnCh listeners’ processing of L2 speech. In the case of Japanese, little perceptual attention (PA) is devoted to VC transitions because these carry a low relative functional load (RFL). Before a word-final consonant, they do not cue a contrast because none exists; before a word-medial consonant or consonant sequence (which is always followed by a vowel), they cooccur with CV transitions and/or the release burst of a prevocalic stop, both arguably stronger cues. On the other hand, Japanese SPRs involve high PA to vowel duration, due to its high RFL as the marker of a length contrast (cf. /kado/ ‘comer’ vs. /ka:do/ ‘card’, /kaze/ ‘wind’ vs. /kaze/ ‘taxation’; Tajima et al., 2008). In the case of Mandarin, more PA is devoted to VC transitions due to their higher RFL in Mandarin. Unlike Japanese, Mandarin does contrast consonants in word-final position, even if the contrast is limited to sonorants (in ɨj/, which have some weak internal cues, ɨ/, depending on dialect, and ɨ j/; Duanmu, 2007, 2014) and there is some covariation of vowel quality with the coda. However, Mandarin SPRs do not include much PA to vowel duration due to a low RFL; Mandarin has no length contrast, and other contrasts involving duration, such as tone contrasts (see, e.g., Chang & Yao, 2007), are signaled by strong primary cues (e.g., voice pitch, voice quality). Thus, the picture that emerges from considering the RFL of, and resulting PA to, VC transitions and vowel duration in Japanese and Mandarin is one that predicts exactly the complementary disparities between NJpn and NMnCh listeners in English perception; more PA to VC transitions for NMnCh listeners is reflected in better identification of final stops, while more PA to vowel duration for NJpn listeners is reflected in better identification of the absence of a final stop (i.e., an “open” syllable quality).

In regard to Q2 about the interaction of L1 transfer with L2 familiarity, those listeners whose L1s did not provide much motivation to attend to VC transition cues were indeed relatively more disadvantaged when the target language was unfamiliar (Experiment 3). This was evident in the larger decrements in accuracy on final stops for NJpn and NMnCh listeners (compared to NRus, NEng, and NKor listeners) in Experiment 3 than in Experiment 2, supporting P3. With the exception of the NJpn-NEng difference (which was actually larger in Experiment 2), all other group differences between the NJpn and NMnCh groups on the one hand and the NRus, NEng, and NKor groups on the other hand were larger in Experiment 3 (mean difference of 23% in Experiment 3 vs. 10% in Experiment 2), a pattern that could not be explained in terms of speed-accuracy tradeoffs. These findings are thus consistent with the view (of several theoretical frameworks, such as ASP and the Ontogeny Phylogeny Model; see Major, 2001) that L1 transfer decreases over the course of L2 acquisition with the development of an L2 system. For listeners whose L1 provides good reason (i.e., high RFL) to attend to VC transitions (e.g., NKor), transfer of L1 SPRs to L2 perception is less detrimental, and can even be advantageous, since these SPRs devote substantial PA to VC transitions. However, for listeners whose L1 provides little reason to attend to VC transitions, transfer of L1 SPRs to L2 perception is especially negative because in these SPRs VC transitions are largely ignored. Consequently, acquiring knowledge of the target L2 (including appropriate perceptual attunement to VC transitions) stands to particularly benefit listeners who are most at risk for negative transfer.

Although Experiments 2–3 differed in design in a few ways, comparing the results from these two experiments by group reveals two patterns. First, accuracy on final stops was higher in Experiment 3 than in Experiment 2 for all groups (as expected from the isolated presentation format, strictly
monophthongal vowel contexts, and unitary talker used in Experiment 3). Second, the increase in accuracy from Experiment 2 to 3 differed considerably across groups. Whereas the NMnCh and NEng groups showed small increases in accuracy (2% and 8%, respectively), the NJpn, NRus, and NKor groups showed significantly larger increases (17–38%). By comparison, the absence of a final voiceless stop was identified with similarly high accuracy in Experiment 3 relative to Experiment 2 by the NJpn, NRus, and NKor groups (increases of 1–2%), but with lower accuracy by the NEng and NMnCh groups (decreases of 6–13%). However, the most salient disparity in performance between the two experiments was the nearly 40% difference in accuracy on final stops for the NRus group, the result of their lower-than-expected accuracy in English and higher-than-expected accuracy in Korean.

This raises the question of why NRus listeners showed these unexpected patterns of performance. One potential explanation for NRus listeners’ unexpectedly poor identification in English is an overgeneralization of burst occurrence in English. Perhaps, for example, the consistent realization of final stops as released in Russian biased NRus listeners to pick up on released tokens of final stops in English, resulting in L2 SPRs in which VC transitions were given inappropriately low PA. Using such ineffectual L2 SPRs to perceive the English stimuli would account for NRus listeners’ poor English identification performance; however, under this account, they should also have underperformed in English discrimination and Korean identification (which they did not). In other words, NRus listeners’ performance in Experiments 1 and 3 strongly suggests that they were capable of using VC transition cues, but this ability was blocked in Experiment 2 for some reason.

The reason that ASP would offer for this kind of blocking in Experiment 2, but not in Experiment 1, is the difference in task demands between Experiments 1 and 2: Experiment 2 was more difficult due to the more detailed identification response required, the non-word status of the target items, and the embedding of these items within a sentence-length utterance. Consequently, it is possible that NRus listeners performed relatively worse (including worse than NMnCh listeners) in Experiment 2 because of increased task demands that caused them to revert to (ill-suited) L1 SPRs. This could only make sense, however, if the NRus group was more affected by the demands of Experiment 2 than the other groups were, which would in turn imply that NRus listeners had lower English proficiency (and, thus, less ability to cope with higher demands in an English perceptual task). Unfortunately, formal proficiency scores for the participants are not available; however, it is worth noting that compared to the NMnCh group that outperformed them in Experiment 2, the NRus group was, on average, older at the time of study [Welch-corrected two-sample t(30.2) = 3.773, p < .001], older upon arrival in the U.S. [Welch-corrected two-sample t(32.8) = 2.718, p < .05], and more variable in age, age of arrival, and time speaking English (see Table 2). These facts are consistent with a scenario in which the NRus group had lower English proficiency, though without actual proficiency data we can only speculate on this point.

As for NRus listeners’ exceptionally accurate identification in Korean, this result suggests that NRus listeners were not only capable of utilizing VC transition cues (as mentioned above), but in fact more attuned to VC transition cues than NEng listeners were in the perception of an unfamiliar L2. Given the comparative estimates of RFL and PA outlined at the beginning of this article, this reversal of the NRus and NEng groups on Korean is surprising. Note that a higher estimation of RFL of VC transitions in Russian (based on including plain-palatalized contrasts in the count of contrasts12) would predict only that NRus listeners should be more attuned to VC transitions across the board. However, the NRus group outperformed the NEng group only on Korean, suggesting that these two groups responded to the unfamiliarity of this language in different ways: whereas the NEng group appeared to transfer L1 SPRs from English, the NRus group appeared instead to retune their perception or revert to a language-general perceptual mode.

This disparity between the NEng and NRus groups raises a number of interesting questions. For example, what factors encourage the favorable perceptual adaptation seen in the NRus group but not the NEng group? Furthermore, given that NRus listeners seem not to transfer L1 SPRs from Russian to perceive Korean, why do they not transfer L2 SPRs from English? A burgeoning area of cross-language speech research is the investigation of third-language (L3) phonology (Gallardo del Puerto, 2007; Onishi, 2013; Wrembel, 2014), which points to an alternate possibility for perception of Korean (technically an L3 for the NRus group); L2 transfer rather than L1 transfer. The fact that perception of an L2 is positively correlated with perception of an L3 (Onishi, 2013) is consistent with the view that L2 transfer is one type of transfer that can occur in L3 acquisition. Nevertheless, L2 transfer was not readily identifiable in NRus listeners’ performance, as evident in the lack of similarity between their outcomes in Experiments 2 and 3. Thus, while there is at least one proposal in the L2 speech literature for how L1 transfer interacts with universal processes in L2 acquisition (Ontogeny Phylogeny Model; Major, 2001), more research is needed to understand how L2 transfer interacts with both of these factors over the course of L3 acquisition.

5. Conclusion

To return to the direct phonotactic and cue-centric views articulated at the beginning of this paper, recall that ostensibly phonotactic transfer (as in Davidson, 2011b) was also able to be explained in terms of attentional transfer—namely, transfer of SPRs shaped by the RFL of acoustic cues in the L1. In the case of Russian listeners’ superior cluster/non-cluster discrimination, for example, this finding could be attributed to either of two kinds of advantage that Russian listeners have over Catalan/English listeners: (1) relative freedom from constraints against consonant clusters (the direct phonotactic view), or (2) greater perceptual attunement to acoustic cues contained in the vocalic interval between consecutive consonants, which

12 Although Russian has the same major places of articulation in stops as English (i.e., labial, coronal, dorsal), there may be effectively more place contrasts in Russian because final labial and coronal stops can occur in both plain (“hard”) and palatalized (“soft”) versions (Timberlake, 2004). Since these secondary articulations can be regressively assimilated by preceding consonants (see, e.g., Barry, 1992; Daniels, 1972), it is possible that they leave a trace in a preceding vowel as well, which would increase the RFL of VC transitions in Russian.
distinguish between consonant adjacency vs. non-adjacency (the cue-centric view). In fact, insofar as the phonological patterns of L2 listeners’ L1 conspire to either limit or enhance the amount of perceptual attention paid to the crucial cues associated with an L2 target, it will generally be possible to reframe apparent cases of phonotactic transfer in L2 perception as cases of cue-based attentional transfer.

Despite this empirical overlap, however, this study has shown that direct phonotactic and cue-centric views of transfer do not necessarily converge on the same predictions; in particular, the direct phonotactic view may not lead to the right predictions without being supplemented by the insights of the cue-centric view. If transfer must be able to occur at a cue-based level to make the right predictions, though, this raises the question of whether L2 perception is ever influenced by transfer at an unambiguously phonotactic (i.e., truly abstract) level. Some researchers suggest that abstract—and even innate—phonological knowledge must play a role in L2 perception (e.g., Berent et al., 2007; Berent & Lennertz, 2010); however, previous findings interpreted in terms of an abstract effect may often not reflect abstract knowledge per se (cf. Peperkamp, 2007), and it is clear that L2 perception must, in any case, engage attention to subphonemic details (Wilson, Davidson, & Martin, 2014). Addressing this question satisfactorily may thus require languages that show larger mismatches between phonotactics and the RFL of cues, which are likely to involve typologically unusual patterns. In future work, for example, it would be interesting to examine listeners of two unusual types of L1s (see Table 7): (1) Type A, which disallows /p t k/ finally, but otherwise allows many place contrasts among final sonorants without strong internal cues (e.g., nasals), and (2) Type B, which allows /p t k/ finally, but only released, and no other final place contrasts. The properties of Type A languages are disadvantageous at the level of phonotactics, but advantageous at the level of the cue, while the properties of Type B languages are essentially the reverse. According to the cue-centric view, Type A speakers should be better at perceiving L2 unreleased stops because they are biased to attend to VC transitions, and their advantage over Type B speakers should be greater when the L2 is unfamiliar as opposed to familiar. Importantly, however, this is the prediction only in case the L1 transitions are similar enough to the L2 transitions that the L1 bias is in fact helpful. As shown by Tsukada et al. (2007), L2 listeners who speak various L1s with unreleased stops do not show the same degree of native-language transfer benefit in perception of L2 final stops, which may be related to crosslinguistic variability in patterns of coarticulation and, thus, in the phonetic quality of VC transitions in the L1.

To be clear, it is not the claim of this paper that phonotactic constraints of the L1 play no role in L2 learning. There is abundant evidence that L1 phonological patterns, including phonotactics, influence L2 production (for a review, see Broselow & Kang, 2013), and whether abstract L1 patterns clearly distinct from processing biases may additionally influence L2 percep-

<table>
<thead>
<tr>
<th>Language type</th>
<th>Variable</th>
<th>Potential effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type A</td>
<td>PHONOTACTIC: final /p t k/ disallowed</td>
<td>disadvantageous</td>
</tr>
<tr>
<td></td>
<td>CUE-CENTRIC: high RFL of VC transitions, due to many final place contrasts among sonorants without strong internal cues (e.g., /m n ɳ ɲ n ŋ/ w/)</td>
<td>advantageous</td>
</tr>
<tr>
<td>Type B</td>
<td>PHONOTACTIC: final /p t k/ allowed</td>
<td>advantageous</td>
</tr>
<tr>
<td></td>
<td>CUE-CENTRIC: low RFL of VC transitions, due to few final place contrasts (limited to released /p t k/)</td>
<td>disadvantageous</td>
</tr>
</tbody>
</table>

Table 7: Summary of phonotactic and cue-centric properties of Type A and B languages in terms of their potential consequences for perceiving L2 final voiceless stops (/p t k/) that are unreleased. The crucial variable at the level of phonotactics is whether or not /p t k/ are allowed finally; the crucial variable at the level of the cue is the relative functional load (RFL) of VC transitions.

In closing, the contribution of the present study to the literature on L2 acquisition and nonnative speech perception is in the cue-centric view of L1 transfer as an issue about gradient biases to attend to acoustic cues as well as acquired L2 knowledge. For the comparative purposes of this study, perceptual attention to a cue, and its basis in the cue’s RFL, were considered mainly in comparative terms, based on a working quantitative definition of RFL. However, recent work quantifying the notion of functional load for contrasts (Kang & Johnson, 2014; Wedel et al., 2013) provides some insight into how RFL for cues might be quantified more precisely in future work. The examination of RFL for cues as a factor shaping SPRs for the L1, the transfer of L1 SPRs to L2 perception, and the interaction of L1 SPRs with L2 SPRs and universal processes in L3 perception promises to shed new light on both native and cross-language speech development and the ways in which native perceptual processes can and cannot be adapted to suit the requirements of a new language.
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