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Abstract

Spectroscopy techniques such as X-ray absorption near edge structure (XANES) provide valuable insights
into the atomic structures of materials, yet the inverse prediction of precise structures from spectroscopic
data remains a formidable challenge. In this study, we introduce a framework that combines generative
artificial intelligence (AI) models with XANES spectroscopy to predict three-dimensional atomic structures
of disordered systems, using amorphous carbon (a-C) as a model system. In this work, we introduce a new
framework based on the diffusion model, a recent generative machine learning method, to predict 3D structures
of disordered materials from a target property.For demonstration, we apply the model to identify the atomic
structures of a-C as a representative material system from the target XANES spectra. We show that conditional
generation guided by XANES spectra reproduces key features of the target structures. Furthermore, we show
that our model can steer the generative process to tailor atomic arrangements for a specific XANES spectrum.
Finally, our generative model exhibits a remarkable scale-agnostic property, thereby enabling generation of
realistic, large-scale structures through learning from a small-scale dataset (i.e., with small unit cells). Our
work represents a significant stride in bridging the gap between materials characterization and atomic structure
determination; in addition, it can be leveraged for materials discovery in exploring various material properties
as targeted.

1 Introduction
Accurate identification of the atomic structure of functional materials could revolutionize a wide array of
emerging technologies, including those in energy storage, energy conversion, and ion-selective membranes [1–
3]. Among the various techniques available, X-ray absorption near edge structure (XANES) spectroscopy
is particularly valuable for probing local atomic structures [4, 5], especially in disordered materials where
conventional methods often fall short. XANES provides detailed insights into the electronic structure and
coordination environment of atoms, making it a critical tool in materials science.

Traditionally, empirical fingerprints [6] and trial-and-error approaches have been employed to interpret
XANES spectra. However, these methods are labor-intensive and limited in their ability to explore the vast
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configuration space of potential structures. In recent years, machine learning has shown promise in reverse-
engineering molecular structures from complex spectroscopic data and probing local chemical environments [7–
9]. However, despite these advancements, no existing approach has successfully generated precise atomic
structures directly from spectroscopic data.

A significant challenge in extracting structural information from spectral data is the multi-to-one mapping
problem, where different atomic structures can produce similar XANES signatures or chemical properties. This
complexity makes it difficult to accurately reverse-engineer atomic structures based solely on spectroscopic
data, even when the forward problem (predicting spectra or properties from structures) is well understood. This
challenge has been the focus of active research in recent years, driven by the advancements in data-driven
approaches and modern machine learning techniques [10–13]. A promising direction is to approach the inverse
prediction problem within a probabilistic framework, such as a conditional generative model, which can generate
or sample multiple candidate structures conditioned on a given target properties.

Among the different classes of generative models, the diffusion model [14–16] is particularly well suited for
generating structures involving precise three-dimensional (3D) atomic coordinates. The diffusion formulation
centers around the idea of denoising perturbed or noisy prior inputs towards realistic distributions based on a
learned score function [17, 18] that has the form of a relative distance vector for atomic coordinate data. In
addition, when the data space is defined in terms of relative distance vectors between atoms, the score model
does not rely on absolute coordinates and is therefore translation-invariant. While there have been numerous
works on diffusion model for molecules [19–23], relatively few studies have focused on disordered systems [24,
25]. This class of materials is important for many emerging applications, such as energy conversion and storage
devices, where they often deviate from their ideal structures under operational conditions [26, 27]. Consequently,
they tend to become more complex, exhibiting greater structural and chemical variations.

Furthermore, our work is inspired by the innovative Crystal Diffusion Variational Autoencoder (CDVAE)
introduced by Xie et al.[24]. CDVAE presents a transformative approach to generating periodic structures
of stable materials, addressing the intricate challenges imposed by quantum mechanics and atom bonding
preferences. This model serves as a pivotal reference for our research, advancing the state of material generation
through a physically grounded framework.

In the broader context of generative models, several noteworthy developments have emerged. Long et al.[28]
introduce a generative model that optimizes the formation energy of crystal structures efficiently, transforming
materials discovery. Notably, the research by Fung et al. has introduced invertible neural networks[29, 30] for
materials design. Additionally, the E(3) Equivariant Diffusion Model (EDM) by Hoogeboom and Satorras[19]
and ’TSDiff’ by Kim et al.[31] have demonstrated the utility of diffusion-based approaches in predicting
molecular structures and transition state geometries. Turning to amorphous systems, Comin and Lewis [32]
introduce a deep learning approach for modeling the atomic structure of amorphous silicon, a step forward in
generating state-of-the-art structures. Kilgour et al.[33] pioneer a method based on deep learning to autonomously
generate disordered molecular aggregates, bridging the gap between nanoscale and mesoscale simulations.

In this study, we demonstrate the application of the diffusion model to identify 3D structures of disordered
solid materials from a target property, which in this work is chosen to be spectroscopy to address an outstanding
challenge in materials characterization: predicting 3D structures of disordered materials from spectroscopic
measurements. We focus on XANES spectroscopy that is widely used to probe local atomic structures, and
demonstrate with amorphous carbons (a-C) as a representative system. In a similar vein, Comin and Lewis [32]
trained a Wasserstein autoencoder [34] to generate amorphous silicon topologies. However, such a model is
limited to a fixed number of atoms whereas our diffusion model

Our model, implemented with graph neural networks (GNN) is scale-agnostic, allowing for generation
at any arbitrary scale. We stress that although our present study focuses on single-element a-C and XANES
spectroscopy, the conditional diffusion model framework can be extended to broader scenarios. For instance,
the scale-agnostic property of the diffusion model allows for the generation of large-scale atomic structures
based on information learned from a set of diverse small-scale data. The framework can also be naturally
extended to multi-element material systems, where the atom type information is also subject to denoising.
Finally, multi-target inverse prediction is also straightforward to implement to enable material inverse design for
various target properties, as the conditional score function is a simple summation of the prior and likelihood
scores from multiple forward models.

Our conditional diffusion model framework shown in Fig. 1 follows a standard structure consisting of a prior
score model and a forward model. The former outputs the prior/unconditional score, which is used to gradually
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Forward GNN
(likelihood score)

Initial noise
(random structure)

Denoising SDE

Predicted spectroscopyGiven spectroscopy target/guide
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Figure 1: The conditional generative/denoising process of amorphous carbon (a-C) involves a pair of decoupled
(i.e., trained separately) score model and forward model. The score model, based on the diffusion model
formalism, provides the prior score, while the forward model, trained to predict spectroscopic curves, is used to
provide the likelihood score. The prior score serves to denoise initial random motifs towards realistic topologies
without bias, and the likelihood score serves to bias the denoising trajectory towards atomic motifs that satisfy a
given spectroscopic target/guide. Notably, the forward model is optional, and the generative process is simply
unconditional without a forward model.

denoise noisy priors towards realistic samples without bias, while the latter—which predicts per-atom spectral
curves in this work—provides the likelihood/conditioning score that guides the denoising iterations towards a
given target property. It is necessary to emphasize that the target property is not necessarily always achievable
(and not all targets are realistic). In this regard, the given spectroscopy target may be more appropriately
described as a guide. Importantly, the prior score model and the forward model are decoupled and can be
separately trained. We note that the use of a forward model is optional, in which case the generation is simply
unconditional. Further details regarding the conditional diffusion model implementation are described in the
Methods section.

2 Results
We present our results regarding a-C 3D structure generation with and without XANES spectroscopy condition-
ing. In the unconditional case, we focus on the fidelity of the generation, and highlight that the generation is
scale-agnostic. In the conditional case, the performance of a structure-to-spectroscopy forward model is briefly
discussed, and the spectroscopy-guided generation is validate in two scenarios. The extent of the conditioning
effect is also briefly analyzed. Overall, we demonstrate realistic, scale-agnostic generation of a-C structures
based on spectra inputs/guides.

2.1 Unconditional generation
The fidelity of the structure generation is first examined without considering the conditioning effect. We
emphasize that our generation model is scale-agnostic, i.e., the model can learn from small-scale molecular
dynamics (MD) trajectories and consequently generate similar configurations at any arbitrary scale. This
is enabled by the node-centric (local) predictions of the underlying graph neural network architecture. The
denoising process therefore amounts to shifting each atom’s coordinate towards realistic topologies based on
its local environment without the need to observe global variables. This scale-agnostic feature is particularly
useful for generating large domains encompassing diverse topologies, which can be costly to sample via MD
simulations. In this regard, the large-scale generated structures can be interpreted as having “stitched” or
combined the small but diverse MD-simulated motifs. Such a generation is important for examining material
properties where a large supercell with diverse local structures is required for yielding sufficient statistics.
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30 Å
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≅ 2.5 g/cm3
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≅ 2.5 g/cm3

Example MD data
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≅ 3.5 g/cm3

1% 69% 30%3376 atoms
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2025 atoms

Example  generations
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216 atoms 2% 70% 28%

Coordination number
2 3 4

Figure 2: The generation of the a-C structures is scale-agnostic, and the generated topologies highly depend on
density (as expected). The generation can be at any arbitrary scale because the denoising process amounts to
shifting each atom’s location towards realistic topology based on its local environment. Consistent with the MD
training data, the a-C topologies generated at low density typically have a small coordination number (CN) of 2
and 3, and at high density the CN is typically 3 and 4.

Examples include predicting hydrogen diffusion [35], gas selectivity [36], interfacial interactions [37], and
graphitization [38] in amorphous systems and disordered interfaces. We intend to investigate scaled generations
as part of future effort.

The unconditionally generated structures are realistic (Fig. 3), adhering to the training data distributions
in terms of the various structural and thermodynamic properties considered in this work: Steinhardt order
parameters [39], bond angles, RDFs, Voronoi cell volumes, and per-atom potential energies [40, 41]. The
Steinhardt parameter in particular stands out for its detailed insights into the local symmetry of atomic arrange-
ments, complementing other descriptors like RDF and bond angle distribution. The q4 parameter quantifies
the degree of local tetrahedral symmetry around an atom. This is particularly relevant in a-C where tetrahedral
coordination motifs are prominent. On the other hand, the q6 parameter quantifies the degree of local octahedral
symmetry around an atom.First, as shown in Fig. 3a, the scatter plot of the Steinhardt features (q̄4, q̄6) indicates
that the scatter points from the generated a-C structures roughly match the distribution of the training data,
but importantly they do not coincide. This indicates that the generated topologies are similar to, but not exact
copies of, the training atom motifs. Second, the bond angle, RDF, and Voronoi cell volume distributions
further validate that the generated configurations are realistic, resembling the configurations of the training
set (Fig. 3b-d). We emphasize that physics of amorphous carbons are inherently embedded within the prior
model, ensuring that the structural features derived during training are realistic. Fig. 3e shows that the per-atom
potential energy distribution obtained from the carbon Gaussian Approximation Potential (GAP) [41] of the
generation largely matches that of the training data. This observation suggests that the generated structures are
not only geometrically realistic, but also energetically realistic. Importantly, the training dataset consists of 30
snapshots (of various cell sizes) of MD-simulated a-C, totaling 7,463 carbons. Overall, the a-C generation is
realistic, exhibiting quantities highly similar, but not identical, to that of the MD data. It is viable to subject the
generation to downstream atomistic simulations thanks to the generated atoms having realistic energies.

However, it is important to note that retraining the model is necessary in order to generate structures with
different compositions other than a-C. Additionally, while generating realistic a-C structures via unconditional
generation can be achieved with existing carbon interatomic potentials, conditional generation, especially for
generating structures based on specific criteria like XANES data, requires much more sophisticated approaches
which will be discussed in the following section.

2.2 Conditional generation
Since the conditional generation formulation requires a forward prediction model, we trained a forward model
to predict XANES spectra of a-C configurations from their atomic structures (Supplemental Fig. 1). Illustrated
in Fig. 4, this model is sufficiently accurate on three validation a-C structures that yield distinctively different
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a b

c d

e

sp2

sp3

Figure 3: The generated prior amorphous topologies are realistic based on comparisons of (a) Steinhardt
parameters [39], (b) bond angle distribution, (c) radial distribution, (d) Voronoi cell volume distribution, and (e)
per-atom GAP potential energy distribution [40, 41] against the training data. The generated structures consist
of 29 cubic cells (143Å) of a-C, totaling 7,256 atoms.

a b cDensity 1.5 g/cm3 Density 2.0 g/cm3 Density 2.5 g/cm3

Figure 4: The forward XANES spectroscopy regression model is sufficiently accurate on unseen validation a-C
configurations. Note that the forward model predicts per-atom spectral curves, which are then averaged to give
rise to global spectra that are compared to DFT calculations. The comparison is shown for a validation set of
three structures at densities (a) 1.5, (b) 2.0, and (c) 2.5 g/cm³.
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XANES spectra (at a density of 1.5, 2.5, and 3.5 g/cm3, respectively). Both the forward model and the
unconditional score model are based on the same GNN architecture, and further details regarding the forward
model are described in the Methods section. Although XANES spectra can be directly computed with DFT, these
calculations are computationally expensive for amorphous systems with large supercells. In this regard, machine
learning models are particularly useful, as they can significantly reduce the computation time. Moreover, the
conditional generative model necessitates the use of gradients, which requires a machine learning model rather
than direct spectrum calculations. We point out that in our prior work [42] we trained a forward model based on
a multi-layer perceptron (MLP) architecture with Many Body Tensor Representation (MBTR) descriptors as the
input, and the current GNN exhibits a marginal yet discernible performance improvement over the MLP-based
model.

We now validate the guided generation result of our conditional diffusion model. As previously stated,
even without a given spectroscopy target, the a-C generation outcome depends on the user-specified density, to
the extent that sp/sp2 carbons dominate at low densities, and sp2/sp3 carbons dominate at high densities. In
other words, density implicitly imposes a strong conditioning effect on the structural generation. Therefore,
to investigate the conditioning effect of the spectroscopy guide alone, we provided two distinctively different
spectral inputs while fixing the density (2.0 g/cm3). One of the spectral guides is an averaged spectral curve
from all sp carbons, and the other from all sp3 carbons in the training set. Effectively, these spectral inputs serve
to guide the generation towards sp or sp3 topologies in structures that would otherwise be dominated by sp2

carbons at 2.0 g/cm3. As shown in Fig. 5, the difference in the two spectral inputs/targets certainly impacts
the generation outcomes. Namely, generation guided by the sp target expectedly results in a higher portion of
two-fold coordination carbons, while the sp3 target raises the portion of those with a four-fold coordination.
Further, the sp-guided generation resulted in a stronger signature in the Voronoi cell volume distribution for the
sp topology [43], while the sp3-guided generation resulted in a stronger signature for the sp3 topology. Overall,
this demonstration suggests that we can effectively steer the generative process towards structures that are better
aligned with the provided spectral input. For those interested in the precise matching of coordination number
ratios, we repeated this procedure using density 1.5 g/cm3, as illustrated in Supplemental Fig. 2.

It is crucial to point out that by design a XANES target might not be always fully achievable in the context
of our conditional generative model. In this regard, it is more appropriate to consider XANES spectra as a guide
for our diffusion model, where the generative process is biased towards certain topologies based on a given
spectral target. As evident in Fig. 5b, the majority of the generated carbons remain sp2 despite the “target” for
sp and sp3 motifs. This is not at all an indication of failure for the generative model. In fact, at 2.0 g/cm3, the
typical topology is indeed sp2, which the model observed during training. Therefore the model also imposes
the prior knowledge about what should be realistically expected at 2.0 g/cm3. Mathematically the generative
process involves a balance between two terms: the unconditional term for achieving realistic samples and the
guide term for biasing towards a target (further details in Methods). If all the generated carbons have sp or sp3

topology at 2.0 g/cm3, then the resulting structures are very likely unphysical (such structures are also never
observed in the MD training dataset).

As another demonstration of guided generation, we initialized a heavily perturbed diamond structure that
would by default be denoised into perfect diamond via the unconditional denoising trajectory. We note that a
separate generative model was trained in this case, where the training dataset includes only the perfect diamond
structure and an amorphous structure of the same density (3.5 g/cm3). As shown in Fig. 6a-b, by introducing
a spectral target for the amorphous structure, the guided generation resulted in amorphous topology instead
of the default diamond. Further, the generated amorphous structures are realistic in terms of RDF, bond angle
distributions, and Steinhardt parameters (Fig. 6c-d). The choice of demonstrating the contrast between a-C
and diamond is to further validate the conditioning effect of spectroscopy-guided generation, particularly for
generating materials that may be considered completely different classes, e.g., amorphous vs. crystalline.
However, generating crystalline motifs (at arbitrary scales) is likely an entirely different application scope.
While our diffusion model can denoise heavily perturbed diamond structure into a virtually noiseless state, we
did not thoroughly investigate the feasibility of denoising fully random structures into crystalline materials. We
leave such a task for future work. The perturbed diamond structures were initialized by applying Gaussian
noise ϵ ∼ N (0, 0.42) to the atomic coordinates (unit in Å) of diamond structures. Lastly, as a bonus example,
we also demonstrate the guided generation for a-C vs. buckyballs (Supplemental Fig. 3). Moreover, through
conditional generation, we observed the generation of structures with a diamond-like appearance from heavily
noisy diamond input. The guide provided by conditional generation allows for further refinement of this structure,
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a b c

Figure 5: Demonstration of guided generation at the density of 2.0 g/cm3 based on two distinctively different
spectral guides/targets. As shown in the figure, a difference in (a) target XANES spectra certainly impacts the
(b) coordination numbers and (c) Voronoi cell volume distribution of the generated a-C structures. Note that
for each spectral input, 16 structure generations were performed, totaling 3,456 atoms. The standard deviation
(across different generations) in the coordination number ratio is denoted by the error bar in (b). We also
emphasize that sp2 carbons (which have a coordination number of three) are still prevalent in both scenarios due
to the strong conditioning effect of the density (2.0 g/cm3), at which sp2 hybridization is the typical topology.

closely aligning it with the diamond structure (Supplemental Fig. 4).
Finally, we briefly analyze the extent to which guided generation adheres to a given spectral target. Mathe-

matically the conditional generative process is based on the conditional score function, which is the summation
of two terms: the unconditional score points towards realistic samples, and the likelihood score points towards
samples that satisfy the given target. The relative weights of the two terms can be adjusted with a tuning
parameter ξ, as shown in Equation 13 and detailed in Section 4.2.

The choice of the ξ value depends on the specific goals and constraints of the user. It is not a parameter
that requires optimization but rather a flexible tool for balancing physical realism and target specificity. Users
prioritizing physical realism may begin with smaller values of ξ and gradually increase it until satisfactory
results are achieved, depending on how closely the generated spectrum matches the target spectrum. As such, ξ
is not universal and varies based on the purpose, target properties, and materials domain.

A larger ξ translates to more weight for the likelihood term, or a more strict emphasis for the target to be
satisfied. However, a large value of ξ can lead to generated structures that, while closely matching the target
spectrum, are less physically realistic. This trade-off becomes apparent when ξ exceeds a certain threshold–
around 250 in the following example–where the model begins to prioritize target alignment over physical realism.
Conversely ξ = 0 signifies unconditional generation, where the emphasis is solely on generating realistic
structures without regard to a specific target.

One practical application of tuning the value of ξ is to relax the target constraint such that more diverse
samples can be generated. Based on the same experiment for generating a-C vs. diamond, the value of ξ is shown
to clearly impact the extent to which the generated structure is amorphous, as illustrated in detailed in Fig. 7. As
ξ increases from zero, the generation transitions from the unconditional regime, where diamond is generated by
default, to the conditional regime, where a-Cs are generated. Notably, the predicted spectrum from the generated
carbons at ξ = 180–250 closely matches the given target spectrum. This analysis is another validating evidence
of conditional generation, particularly as a tunable knob for flexible inverse design of materials.

It is also important to note that the generated structures can vary each time, even when using the same
target or guide. This variability occurs because multiple inequivalent structures can produce the same or similar
XANES spectra. To achieve structures that more closely match the expected configuration, additional data–such
as diffraction and other spectroscopic measurements–can be incorporated into the model. Since the forward
model and prior model are decoupled, incorporating multiple targets is straightforward and can be done in a
plug-and-play manner. This additional input helps narrow down the solution space, resulting in more accurate
and representative structural predictions.
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c d e

Noisy/perturbed diamond Amorphous carbon

Conditional generation
with XANES Target

a

Unconditional denoising 
trajectory Denoised diamond

b

Figure 6: Demonstration of spectroscopy-guided generation where a heavily perturbed diamond structure can
result in either perfect denoised diamond topology by default (unconditionally), or amorphous topology with
the use of a spectral guide. (a) Visualization of the difference in the generation outcome with and without the
spectral guide. (b) Comparison between the given target spectrum and the spectrum predicted from the generated
amorphous structure, along with a diamond spectrum for reference. The generated amorphous structures are
geometrically realistic compared to an MD-simulated reference structure (“amorph. ref.”) in terms of (c) RDF,
(d) bond angle distribution, and (e) Steinhardt parameters.
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ξ = 0

ξ = 250

ξ = 150

ξ = 180

Figure 7: Based on the experiment for generating a-C vs. diamond, the tuning parameter ξ can significantly
impact the extent to which the generated structure is amorphous. Each row corresponds to a different value of ξ.
The XANES spectrum (which is used as the target), the bond angle distribution, and the RDF from a reference
amorphous structure are fixed in all rows. As ξ increases, the generation transitions from the unconditional
regime, where diamond is generated by default, to the conditional regime, where a-Cs are generated.
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3 Conclusions
We propose a conditional generative framework based on a diffusion model to predict 3D atomic structures
from spectroscopic data. This framework can be generalized to different targets that fit to a broader field of
materials discovery by inverse design. First, we show that the generative model exhibits a remarkable scale-
agnostic property, enabling it to learn from small-scale MD trajectories and generate large-scale structures. This
versatility is useful for scenarios where accurate prediction of material properties is contingent on the generation
of sufficiently large domains with diverse topologies. Second, our conditional generation process, influenced by
spectroscopy input, offers control over the composition and structure of generated configurations. Therefore,
one can guide the generative process to produce specific atomic arrangements, thereby tailoring materials for
desired properties and applications. Lastly, through extensive fidelity assessments, we demonstrated the fidelity
of our generative model. Specifically, the prior model accurately replicates key structural features observed in
training data, while our posterior model yields structures that closely align with target data, including spectral
predictions and structural characteristics.

It is important to acknowledge that the performance of the models developed in this study is limited by the
accuracy of the DFT-based spectral simulations used to create the training dataset. Nevertheless, examination of
simple systems, including diamond and graphite (Supplemental Fig. 6), show that the approach employed here
achieves a reasonable balance between the accuracy and efficiency, which is highly desired for generating a
sufficient large spectral data set for training ML models. We note that the accuracy of these models could be
enhanced by utilizing more advanced theoretical methods for predicting XANES spectra. and adding effects
relevant to experimental conditions, such as surface reconstruction and reactivity.

Our work represents a significant stride in bridging the gap between materials characterization and atomic
structure determination. In particular, by leveraging advanced generative models, our approach offer a promising
solution to address a longstanding challenge in reverse engineering atomic structures from complex spectroscopic
data. Our methodology holds promise for a multitude of future endeavors. For example, beyond the current scope,
it can be applied to multiple targets, including X-ray Photoelectron Spectroscopy, pair distribution function,
and others, opening new avenues for predicting atomic structures from multi-modal materials characterizations.
Finally, our framework can be leveraged for materials discovery, not only in the realm of spectroscopy but
also in exploring various material properties as targeted. Examples include mechanical strengths of materials
under extreme conditions, electrocatalytic activity of catalysts for hydrogen production, and permeability of
ion-selective membranes, and so on.

4 Methods
The methodologies employed in this work are described below, including disordered/amorphous structure
generation via unconditional diffusion model, its extension to conditional/guided diffusion model formulation
with the use of a forward model, how the models are trained, their GNN architectures, and the spectroscopy
simulations performed for gathering data.

4.1 Unconditional diffusion model
We approach the task of amorphous/disordered structure generation with a machine learned generative model,
namely the diffusion model [14–16]. In what may be considered the standard formulation, the diffusion model
establishes a mapping between “clean”, original data distribution p0(x0) and a latent distribution pt(xt) by
iteratively applying (Gaussian) noises to x0, over a fictitious time quantity t, towards what is typically a unit
Gaussian distribution N (0, I). This forward noising process can be written as pt(xt|x0) = N (αtx0, σ

2
t I) and

implemented as xt = αtx0 + σtϵ, ϵ ∼ N (0, I), where (αt, σt) are noise schedule functions that dictate how
noise is applied with respect to t. Typically, the span of t is set to (0, 1), over which αt monotonically decreases
from 1 to 0, and σt monotonically increases from 0 to 1. The latent distribution pt(xt) therefore becomes a unit
isotropic Gaussian at t = 1. The same forward noising process can also be described as Langevin dynamics
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with the following stochastic differential equation (SDE):

dxt = f(t)xtdt+ g(t)dwt, (1)

f(t) =
d logαt

dt
, g2(t) =

dσ2
t

dt
− 2

d logαt

dt
σ2
t , (2)

where f(t) and g(t) are drift and diffusion coefficients related to (αt, σt), and wt is the standard Wiener process.
To generate a realistic data point, one first samples from the unit Gaussian latent distribution xt ∼ N (0, I)

at t = 1 and then maps it back to the original data space at t = 0 via the reverse denoising process. While the
forward noising operation is trivial, the reverse denoising operation is not and requires a learned model. It is
described as the following SDE:

dxt =
[
f(t)xt − g2(t)∇xt log pt(xt)

]
dt+ g(t)dwt, (3)

≈
[
f(t)xt − g2(t)sθ(xt, t)

]
dt+ g(t)dwt, (4)

=

[
f(t)xt +

g2(t)

σt
ϵθ(xt, t)

]
dt+ g(t)dwt, (5)

where ∇xt log pt(xt) is the so-called score function and in this work is approximated by the score model
sθ(xt, t) with parameters θ. The score function can also be approximated using ϵθ, which learns to predict the
noise ϵ in noisy xt, and is related to sθ by ϵθ = −σtsθ. The reverse denoising SDE can then be solved using
well known techniques such as the Euler-Maruyama method [44].

While the above formulation of the diffusion model is generally applicable to many data types, it is modified
in this work to account for atomic structures in periodic cell boundaries. Note that an atomic structure may be
generally represented as a tuple of the atomic coordinates and atom types (r, z), along with unit cell dimensions
A = (a1,a2,a3) ∈ (R3,R3,R3) if the structure is periodic. However, the amorphous carbon systems studied
in this work are single-element only (carbon) and therefore z is omitted, leaving x = r. Since r lies in a unit
cell with periodic boundaries, it is sensible to apply the “variance-exploding” scheme for the noise schedule,
where αt is fixed to 1 and σt monotonically increases from 0 to some maximum value k. This means that the
drift coefficient becomes zero f(t) = 0. The updated forward noising SDE is then

dxt = g(t)dwt, g
2(t) =

dσ2
t

dt
, (6)

and its corresponding reverse denoising SDE is

dxt = −g2(t)∇xt
log pt(xt)dt+ g(t)dwt. (7)

Algorithm 1 Unconditional disordered structure generation via Euler-Maruyama method

Require: Periodic unit cell A = (a1,a2,a3), density D, learned score model sθ, noise schedule g(t), and
timestep size ∆t (which has a negative value).
Determine number of atoms Na from A and ρ
x← U(Ω) for Na atoms, where Ω is the domain inside A
t← 0.999
repeat

∆x← −g2(t)sθ(x, t)∆t+ g(t)ϵ, ϵ ∼ N (0, |∆t|I)
x← x+∆x
t← t+∆t

until t ≈ 0

4.2 Conditional diffusion model
The theory of the diffusion model, based on an underlying score function, can be quite naturally extended for
conditional generation. First, the score function introduced in the previous section is written as∇xt

log pt(xt)
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and is regarded as the unconditional, unguided, or prior score function, i.e., without conditioning bias or
guide during the generation/denoising process. Then, consider a conditioning or posterior score function
∇xt

log pt(xt|y) that is conditioned on some target or guide property y. Importantly, this posterior score can be
decomposed via Bayes’ rule into

∇xt log pt(xt|y) = ∇xt log pt(xt) +∇xt log pt(y|xt) (8)
≈ sθ(x, t) +∇xt log pt(y|xt). (9)

It is now apparent that conditional generation enabled by the diffusion model can be very flexible, since com-
puting the posterior score amounts to simple addition of the decoupled prior score∇xt

log pt(xt)—approximated
by sθ—and the likelihood score ∇xt

log pt(y|xt). Further, computing the likelihood score entails taking the
gradient of (the log of) a probabilistic forward prediction model pt(y|xt). For different conditional quantities
y such as spectral signatures, Steinhardt parameters, band gap, and so on, different forward models can be
combined with the prior model in a plug-and-play fashion. In the case of a deterministic forward model
y = F (x), converting it into the probabilistic counterpart can be straightforward by adding Gaussian noises of
variance σ̂2 to the forward prediction: y = F (x) + ϵ, ϵ ∼ N (0, σ̂2I). The resulting likelihood score is then

∇xt
log pt(y|xt) = −

1

2σ̂2
∇xt
∥y − F (xt)∥2, (10)

which can be interpreted as pointing to lower values of the L2 loss between the forward prediction F (xt)
and a given target y. In terms of implementation, the conditional generation process is virtually identical to
Algorithm 1 except for the input score model, which is replaced by∇xt

log pt(xt|y).
However, there is still a caveat with the conditional generation formulation: evaluating the forward prediction

F (xt) involves noisy input xt but the forward model may be ill-defined with respect to noisy, highly perturbed
xt, which at t = 1 is complete noise without any meaningful signal. For some forward models, this does not
pose as an issue, such as the case of atomic descriptors/fingerprints, e.g., Steinhardt[45], ACSF[46], SOAP[47],
MBTR[48] order parameters, where the structure-to-descriptor forward mapping still has a valid output when xt

is highly noisy or even completely random. The forward model developed in this work, however, is a graph
network model trained to predict spectroscopic curves off of atomic motifs in disordered or amorphous carbons,
which still exhibit certain topological order and are far from completely random. Our forward model output
is therefore ill-defined and likely holds no meaningful gradient information with noisy input. To address this,
Chung et al.[49] proposed to inverse the relationship xt = αtx0 + σtϵ and estimate the “clean” version of data
x̂0 from noisy xt as

x̂0 =
1

αt
(xt − σtϵθ(xt, t)) (11)

=
1

αt

(
xt + σ2

t sθ(xt, t)
)
, (12)

followed by forward model prediction, resulting in the following likelihood score:

∇xt
log pt(y|xt) = −ρ∇xt

∥y − F (x̂0(xt))∥2 = − ξ

∥y − F (·)∥
∇xt
∥y − F (x̂0(xt))∥2, (13)

where the stepsize ρ is another implementation practice by Chung et al.[49], and is defined as a normalized
quantity ρ = ξ/∥y − F (x̂0(xt))∥, with ξ being a tuning parameter. In this work, we have found the conditional
generation with the spectroscopy forward model to be viable only with this “estimation trick”.

4.3 Forward model
As previously stated, the forward model used in this work for the purpose of conditional or guided generation
of disordered carbons is a spectroscopy prediction model. Specifically, it is a GNN that outputs per-atom
spectroscopic curves based on local atomic motifs. In this representation, the atomic structure is represented as a
graph, wherein nodes encapsulate information pertaining to atomic species and atomic positional coordinates,
while edges encode atomic bonding information in the form of vectorized interatomic distances. The GNN is
subjected to training on a dataset containing atomistic structures along with their corresponding XANES spectra.

12

Page 12 of 19AUTHOR SUBMITTED MANUSCRIPT - MLST-102427.R2

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
cc

ep
te

d 
M

an
us

cr
ip

t



4.4 Model training
The score model sθ(xt, t) is a GNN trained with dataset Ds = {(x0,A)(i)} that consists of MD snapshots
containing atomic coordinates x0 and unit cell dimensions A, with atom type information z omitted due to the
dataset being single-element. The score is learned via the denoising score matching loss

xt = αtx0 + σtϵ, ϵ ∼ N (0, I),

LDSM = Ex0,ϵ,t

[
∥sθ(xt, t)σt + ϵ∥2

]
,

(14)

where A is implicitly accounted for by the atomic graph representation. Algorithm 2 lists the pseudocode for
training the score model.

Algorithm 2 Score model training

Require: Training dataset Ds, noise schedule (αt, σt), initial model parameters θ, another set of model
parameters θ′ for EMA, EMA decay rate β, gradient descent optimizer Optim, and learning rate η.
repeat

Sample (x0,A) ∼ D
Sample t ∼ U(0.001, 0.999)
Sample ϵ ∼ N (0, I)
xt ← αtx0 + σtϵ, ϵ ∼ N (0, I)
LDSM ← Ex0,ϵ,t

[
∥sθ(xt, t)σt + ϵ∥2

]
θ ← Optim(LDSM, θ, η)
θ′ ← βθ′ + (1− β)θ

until convergence

The forward model is also a GNN, trained with dataset DF = {(x0,A, y)(i)} that additionally has per-atom
spectroscopic curves y. The spectroscopic prediction is learned via a simple mean-squared-error (MSE) loss
between the predicted output ŷ and y: LMSE = MSE(ŷ, y).

For both the score model and the forward model, exponential moving average (EMA) was used to faciliate
training. Rectified Adam (RAdam) was used as the gradient descent optimizer without learning rate or weight
decay. For every sampled minibatch of the structure snapshots, the atomic coordinates are randomly rotated
in order for the score (forward) model to learn rotational equivariance (invariance). While the model is not
inherently rotationally equivariant (or invariant), this data augmentation helps the model learn these properties
in practice.

The training parameters are detailed in Table 1. All other parameters, if unspecified, default to implementa-
tions in PyTorch 1.11.0 [50] and PyTorch-Geometric 2.0.4 [51], which were used for the GNN implementations
and training.

4.5 GNN architecture
Both the score model and the forward model share the same GNN architecture design, which consists of three
components: an Encoder, a Processor (for graph message-passing), and a Decoder. The input atomic graph to
these operations is denoted as (V,E), where V is a set of node features {hi} for node/atom i, and E is a set
of edge/bond features {eij} from node i to node j. The set of edges E is determined by a cutoff distance rc,
within which a pair of nodes form an edge connection.

In the Encoder stage, the node features are computed as a combined embedding of the atom type z and the
fictitious time t:

hi ←MH(onehot(zi)) +MT (GaussianRFF(t)), (15)

where MH and MT are multilayer perceptrons (MLPs) that embed the one-hot representation of z and the
Gaussian Fourtier features [52] (GaussianRFF) of t, respectively. Note that in this work, z is simply a dummy
variable because the atom type information in the amorpohus carbon dataset is omitted, but the Encoder is
defined as above so that it can be adjusted to account for different atom types. The edge feature eij is the
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Table 1: Training and model parameters.

Name Value
Score model Forward model

Number of model updates 1,000,000 400,000
Learning rate η 0.001 0.0001
EMA decay rate β 0.999 0.999
Minibatch size 64 8
Node, edge, time feature dimensions 256 256
Number of graph convolutions 5 3

concatenation of the edge vectors rij = rj − ri and the corresponding edge lengths r̄ij , followed by an MLP
ME :

eij ←ME(rij ⊕ r̄ij), (16)

where ⊕ designates concatenation of features. MH , ME , and MT consist of two dense linear layers, with SiLU
activation function after the first layer and layer normalization after the second.

We used the Processor from MeshGraphNets [53] for implementing graph convolutions. We refer to the
original paper for further details of MeshGraphNets. There is a main difference between our implementation
and the original work: the original work considers two sets of edges (mesh-space edges and world-space edges),
whereas there is only one in our work.

The Decoder is a simple MLP MO that maps the node features into prediction output:

ŷi ←MO(hi). (17)

For the score model, the output is the approximated score function, and for the forward model, the output is the
spectroscopic signature. MO has the same architecture as that of MH , ME , and MT , except that there is no
layer normalization at the end.

Model parameters are listed in Table 1.

4.6 Restart sampling
Since the generative model in this work is not constrained by physics rule, there is always a chance for the model
to generate unphysical topologies that are extremely unlikely or virtually impossible. Such “bad” samples occur
since there are always errors associated with any fitted score model. In this work one main instance of unphysical
a-C topology is carbons with a coordination number of only one (CN1), which can exist in our generation results
using the usual SDE sampler. To address this, we have found the restart sampling method [54] to be effective
in avoiding CN1 carbon generation (Fig. 8). In brief, the restart sampling method entails multiple cycles of
reapplying forward noising and reverse denoising operations between two points in the denoising time schedule.
In this work, the two points are t = 0, 0.3. Note that we apply SDE denoising, but the original restart sampling
technique is based on ODE (ordinary differential equation) denoising. Furthermore, we have implemented an
automated process for detecting carbons with coordination numbers of 1 or 5, which are physically implausible,
and triggering the restart accordingly.

4.7 X-ray absorption spectral simulations
We extracted a dataset consisting of 58 atomic configurations of a-C at different densities from molecular
dynamics (MD) simulations using the Gaussian approximation potential (GAP), which has demonstrated
effectiveness in accurately describing the structural properties of a-C at the room temperature [41]. Each
configuration consists of 216 atoms in a simple-cubic lattice with varying densities of 1.5, 2.0, 2.5, 3.0, and
3.5 g/cm3 to sample a wide range of local carbon structures. By "local carbon structure," we refer to the
atomic arrangement within a specified cutoff radius around each carbon atom, with that carbon atom serving
as the center. Collectively, this dataset encompassed a total of 12,528 local carbon sites. We then calculated
K-edge spectra of these atomic sites using Density Functional Theory (DFT) with the core-hole approximation
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a b

Figure 8: Unphyiscal CN1 (coordination number of 1) carbons can be effectively reduced by K cycles of restart
sampling. An example of CN1 carbon is shown in (a). Roughly 6–10 cycles of restart sampling can effectively
minimiize occurances of CN1 carbons (b).

(XCH) method [55]. All computational procedures were carried out utilizing the QuantumESPRESSO package
[56]. To efficiently sample the Brillouin zone, we employed the Shirley reduced basis method [57]. The
Perdew–Burke–Ernzerhof (PBE) formulation of the generalized-gradient approximation (GGA) was adopted
[58]. We represented electronic wavefunctions and charge density using a plane-wave basis set with kinetic
energy cutoffs of 30 Ry and 240 Ry, respectively. All our calculations utilized ultrasoft pseudopotentials [59].
For the excited atom, we employed a modified pseudopotential with one electron removed from the 1s core
orbital.

Within the XCH approximation, we approximated the first core-excited state through constrained-occupancy
DFT, which involved incorporating both the core-hole pseudopotential and the excited electron positioned at the
conduction band minimum. Transition probabilities at each energy level were computed using Fermi’s Golden
Rule and then convoluted with a uniform Gaussian broadening of 0.2 eV. To align the calculated spectrum
with experimental data [60], we matched the first major peak of the graphite spectrum and applied the same
constant shift to align the spectra of all carbon sites within a-C systems. It is necessary to note that other
methods can also be used to compute XANES spectra, such as those based on time-dependent DFT or more
computationally intensive Bethe–Salpeter calculations, which explicitly consider the interaction between the
electron and core-hole [61–63].

4.8 Extension to multi-element system
Extending our model to multi-element systems is a straightforward process, requiring the incorporation of a
forward noising-reverse denoising algorithm previously applied solely to atom positions into atom species. Our
investigation now encompasses amorphous carbon nitride (a-CN) as a representative multi-element system. We
considered 6 distinct a-CN structures, with densities ranging from 2.3 to 3.0 g/cm3.[64] We then apply forward
noising and reverse denoising techniques to refine both atomic positions and atomic species. While adhering
to a variance-exploding noise scheduling strategy for atomic positions, we adopt a variance-preserving noise
scheduling approach for the dequantized (one-hot encoded) atomic species. (Supplemental Fig. 5).
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