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ABSTRACT: To improve the performance of electrochemical devices, it is essential to
understand the effects of nonequilibrium motifs in solids, such as grain boundaries, amorphous
phases, and highly strained regions, on atomic-scale transport and stability. Molecular dynamics
simulations are used to explore the combined effect of far-from-equilibrium atomic structures and
the choice of interatomic potential on ionic diffusivity predictions for Li7La3Zr2O12 (LLZO), a
promising solid electrolyte for all-solid-state batteries. Amorphization and high strain are
considered using both classical Buckingham interatomic potentials and machine learning force
fields. We find that both crystalline expansion and amorphization tend to slow diffusion, although
the different physical encodings in the two potentials impact the properties in different ways. We
trace these variations to a combination of structural and transport factors, the contributions of
which are deconvoluted computationally. Graph-based analysis reveals that the variations for
amorphous LLZO arise from the connectivity of diffusion pathways within the predicted
structures, which generally correlates with diffusivity and is notably higher for structures generated
by the machine learning force fields. Our study provides additional insight into the relationship between atomic structure and
diffusivity in LLZO, while also highlighting the need for care in choosing and validating potentials to simulate far from equilibrium
structures.

■ INTRODUCTION
Understanding atomic structures that lie far from equilibrium
is essential to developing technologically relevant materials.
Operation and processing often occur under nonequilibrium
conditions, resulting in kinetically trapped metastable phases,
locally strained regions, or boundary interfaces and interphases
with atomic structures that do not resemble the ideal crystal. In
many cases, such regions can ultimately dictate properties,
performance, and lifetime of functional materials and devices.
For instance, amorphous materials in energy storage devices
have been shown to have desirable elastomechanical proper-
ties,1,2 improved processability,1,2 and better interfacial
coherence and electronic properties.3,4

From a computational perspective, atomically disordered
and strained materials have historically been especially
challenging to simulate, as they require large simulation cells
and many configurations for proper sampling. Molecular
dynamics simulations (MD) based on ab initio calculations
or interatomic potentials are widely employed to study
diffusion and other dynamic atomic-scale properties in solid-
state materials. However, ab initio calculations are limited by
the size and time scales accessible (typically hundreds of atoms
and hundreds of picoseconds), which is problematic for

addressing the sampling requirements of nonequilibrium
atomic structures. On the other hand, interatomic potentials
have far superior scalability, but can be limited by accuracy and
transferability depending on their specific validation and
parametrization procedures.
Over the last several years, many researchers have selected

machine-learning (ML) interatomic potentials over classical
physics-based models, as ML approaches promise ab initio
accuracy with high scalability. The proliferation of ML
potentials has also benefited from the recent availability of
many training codes.5,6 However, whereas ML or classical
interatomic potentials (CIPs) can handle size and configura-
tional complexities, they are often parametrized for or trained
on crystalline systems. Not much is known about how well
such potentials perform on systems whose atomic structure lies
far from equilibrium.
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In this manuscript, we systematically compare the results of
simulating diffusion in disordered (amorphous) and strained
crystalline systems far from equilibrium using ML versus a
conventional classical Buckingham interatomic potential
(CIP). We chose the garnet solid electrolyte Li7La3Zr2O12
(LLZO) as a prototypical system, focusing on the role of far
from equilibrium structure in determining Li diffusion rates
and mechanisms. Our aim is 2-fold: first, to provide general
insights into the relationship between local atomic structure
and transport behavior in LLZO, as derived from the different
interatomic potential encodings; and second, to deconvolute
and compare individual impacts of the two sets of interatomic
potentials on predicted structural motifs versus transport
behavior.
The cubic phase of LLZO7−9 is one of the most studied

solid electrolytes for all-solid-state batteries. Recently, there has
been increased interest in understanding the effects of
nonequilibrium motifs such as grain boundaries, amorphous
phases, and highly strained regions, which appear to have non-
negligible impacts both on diffusion and stability.2,10,11 For
instance, the effect of the grain structure and grain boundaries
on ionic conductivity has been tested by both experiment12,13

and computation.14−17 These investigations have confirmed
the negative impact on diffusion of atomic-scale structural
disorder. However, comprehensive sampling of grain bounda-
ries or complete disorder remains challenging to assess because
of the variability of locally nonstoichiometric regions due to Li-
ion segregation, various grain orientations, and potentially
lower densities. Electron scattering and diffraction studies
indicate that the grain boundaries in LLZO have a wide range
of misorientation angles, so a particular low-angle (highly
symmetric) grain boundary does not dominate the micro-
structure.12,18 In addition, the width of these high misor-
ientation grain boundaries is likely to be around 2−3 nm,
which is challenging to simulate with ab initio calculations. For
these reasons, in our previous study, we adopted generalized
amorphous simulations as a proxy for the variety of grain
boundaries in LLZO.14 In our multiscale model of the effective
diffusivity in various microstructures of LLZO, the diffusivity in
the grains was set to the bulk crystalline diffusivity, while the
average diffusivity at the disordered grain boundaries was
parametrized by our atomic-scale MD of the diffusivity in
amorphous simulations with various Li stoichiometries and
densities.
These MD simulations, based on a classical Buckingham

potential, exhibited a large range of local diffusion barriers,
pointing to a strong coupling between local structure and
transport. A follow-up study debuted a ML MD approach that
was specifically trained for atomically disordered LLZO.19

Here we integrate and analyze those previous studies with a
view toward understanding both the effects of potential choice
and the specific impacts of local structural disorder on local
diffusivity. In addition to amorphous structures, we include in
our analysis highly strained crystalline configurations. We find
that the diffusion coefficient in the crystalline systems are very
similar for both potentials and match experiment, but the
choice of potential significantly affects the amorphous structure
and diffusivity. Our in-depth analyses and computational
experiments disentangle the effect of structure versus
diffusivity. In addition, we present the first atomic-scale
diffusion mechanism in amorphous LLZO and identify the
effect of volumetric strain on diffusivity in the crystalline phase.

■ METHODS
We simulated the diffusion mechanism in amorphous and
crystalline LLZO at various densities and stoichiometries using
the MD software LAMMPS.20,21 For the crystalline system, we
simulated the cubic phase of LLZO.7−9 Simulations of
defective or amorphous materials is challenging, especially
when not much local structural information is known
experimentally.13 In particular, neutron diffraction of amor-
phous LLZO has not been published, so it is difficult to
validate a particular potential using experimental measure-
ments of the radial/pair distribution functions. Hence, we
chose a CIP that had been demonstrated to model the
crystalline system at various stoichiometries and phases,22 as
well as our trained ML potential,19 to determine the effect of
potential on the amorphous structure generation and the
diffusivity.
The CIP was adopted from the study by Kozinsky et al.22

and consists of a Coulomb interaction and a short-range
Buckingham potential for the Li−O and O−O interactions23

and La−O and Zr−O.24 These prototypical CIPs are suitable
for simulating the nonstoichiometries possible in grain
boundaries because they were used by Kozinksy et al. to
understand the effect of nonstoichiometry in crystalline LLZO
on Li-diffusion.22 They approximate the diffusivity and
activation energy of cubic and tetragonal LLZO very well
but the authors note “due to the approximate potentials and
non-stoichiometric compositions used, the absolute values are
not expected to describe the actual diffusion coefficients
quantitatively; only qualitative comparison... is... relevant”.
The ML potential was taken from our previous study by Kim

et al.19 It is based on the neural network approach with the
Behler−Parrinello radial and angular atom-centered symmetry
functions as atomic descriptors using the n2p2 code.

6,25 The
ML model was trained on amorphous and crystalline structures
(5500 configurations in total) from ab initio MD simulations
and was validated by benchmarking properties of LLZO as well
as energies and forces of MD snapshots against ab initio
calculations. We found that the ML model can predict accurate
structural, vibrational, and dynamical properties for crystalline
as well as amorphous (completely disordered) LLZO close to
those calculated by AIMD simulations, whereas amorphous
properties predicted by the CIP deviated from the AIMD
simulations.19 We performed additional tests to validate the
applicability of this ML model for the purpose of this study and
found that our ML potential predicts accurate forces and
vibrational characteristics (comparable to ab initio calcula-
tions) in LLZO systems with a range of Li concentrations and
densities; see Supporting Information for detailed validation
results.
In our models, we did not explicitly include dopant atoms,

which are typically needed to stabilize the cubic structure,
resulting in a Li-deficient stoichiometry. Since there are
numerous factors that could lead to stoichiometries in the
disordered grain boundaries that differ from the bulk, we
deliberately chose not to include charge-compensating defects
or dopants. Two previous papers provide the precedent for our
methodology.17,22 In addition, these dopants or defects would
change the underlying structure of each Li-concentration,
disrupting the percolation pathways, as demonstrated in a
study that showed W6+ doping on Zr4+ sites impedes Li
diffusion.26 Instead, we varied the Li concentration by
intentionally introducing vacancies, so the underlying strain
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or disorder in the structure could be isolated as a variable. The
ML simulations included one off-stoichiometry with excess Li,
which is possible in the grain boundaries.15,27 Amorphous
LLZO systems with three different stoichiometries were
generated as detailed in the following section. Recall that the
amorphous models can be considered as a proxy for highly
unstructured grain boundaries and disordered interface
regions.
MD simulations for all systems were run for 6 ns with 1 fs

time step at 700−1700 K with increments of 200 K under the
NVT ensemble using the Nose−́Hoover thermostat. In order
to obtain diffusion parameters, the last 5 ns were used to
calculate the mean squared displacements. Atomic positions
were recorded every 200 fs. For the more detailed jump
analysis, an additional 100 ps of MD were run, with positions
recorded every 50 fs.
Structure Generation. The amorphous 2 × 2 × 2

supercell (1520 atoms) was generated through a melt quench
procedure. Using the CIP, the Li6.25La3Zr2O12 unit cell was
melted at 3000 K. Melting was confirmed by the formation of
lanthanum and zirconium Frenkel defects. Then a melted 2 ×
2 × 2 supercell was constructed and NVT MD were run for 1
ns at 3000 K before the cell was quenched to 500 at 5 K/ps.
The cooling rate that we chose is commonly used in the
literature with ab initio28,29 melt-quench simulations. We do
not expect that a slower cooling rate would result in radically
different structures based on the literature, which showed that
their amorphous oxide structures did not change significantly
with cooling rates of 1013 K/s or slower using a CIP.30 Pair
distribution functions (example of Zr−Zr in Figure S11 in the
Supporting Information) and coordination numbers (Figures
S12−S14) show the quenched structures are significantly
different than the liquid-melt, which we also quantified using a
graph-based unsupervised neural network algorithm (details
and Figure S7 in the Supporting Information).
After quenching the supercell, the atomic positions were

used to generate the other lithium concentrations and
densities. In order to increase the Li concentration by adding
lithium ions into the amorphous supercell, sites were identified
using analysis of the MD with the Sitator package.31 To
generate the concentrations of Li6.50La3Zr2O12 and
Li6.75La3Zr2O12, lithium was added to sites in the quenched
supercell to maximize the distances between lithium. Next
these amorphous simulation cells were expanded to ∼105, 110,

and 115% of the experimental crystalline volume (Vexp) for
each concentration, while maintaining relative atom positions.
When using the ML potential, the initial configuration of the

amorphous Li7La3Zr2O12 unit cell was generated by expanding
an amorphous unit cell model built by ab initio MD in our
previous study19 with a lattice parameter of 13.5 Å. Then, a 2 ×
2 × 2 supercell was constructed by repeating the expanded unit
cell, which was again equilibrated at 3000 K for 100 ps with 0.5
fs time step using NVT ensemble followed by a relaxation of
ions and cells (the cell shape was maintained as cubic during
relaxation). The lattice parameter of the final amorphous
supercell was 27.027 Å. We acknowledge that there are minor
differences in the procedures for generating the amorphous
supercells between the CIP and ML potential, but do not
believe there is a significant effect on the resulting structures, as
we detail in the Results and Discussion and Supporting
Information.
Our analyses focus on the relationship between local

structure and diffusivity, including the local jump frequencies,
so will highlight any differences between the potentials.
Site Network Analysis. To investigate Li jumps, the Li

sites and site networks (connectivity) were identified using the
analysis software Sitator,31 which was also used to calculate Li
accessible site volumes, site residence times, and diffusion
pathways. The accessible site volume is the hull volume of the
Li positions when Li atoms are assigned to that site. The
residence time is the length of time that a Li occupies the site.
In addition to the accessible site volume calculated by Sitator,
Zeo++32 was used to calculate the volume of the sites in the
amorphous and crystalline systems. The Li are removed from
the sites and the nonlithium sublattice is used to calculate free
site volume for lithium. The Shannon radii (Zr = 0.86 Å, O =
1.24 Å, La = 1.30 Å, Li = 0.59 Å) were used when calculating
the site volume. These two different methods led to different
site volumes and insights into Li behavior in various sites, as
described in the last two subsections of the Results and
Discussion.
Graph Order Parameter. Disordered structures were

characterized using a graph order parameter (GOP) scheme33

that aims to compare the various subgraphs contained within a
system. Here, nodes in the graph represent sites that can be
visited while edges represent a scenario in which a diffusion
event from site i to site j occurred. The edge weights were
determined by calculating the likelihood of a diffusion event

Figure 1. Lithium concentrations are presented as LiX for X in LiXLa3Zr2O12 and the amorphous systems are abbreviated A and crystalline are
abbreviated C in the legend. (A) Diffusivity for amorphous and crystalline systems at 1100 K. The experimental density for the crystalline system is
5.05 g/cm3. (B) Activation energies calculated from Arrhenius plots of diffusion for various cell densities in the temperature range of 700−1700 K
for CIP and 700−1300 K for ML potentials. Experiment represents average of experimental Ea’s.
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occurring between sites i and j. Using this definition, the node
degrees were calculated as the sum of off edge weights into a
node, normalized between 0 and 1. The GOP is then
calculated as

= [ ] +P d P d d P d( ( )ln ( ) ( )
s

S

m

D

m m m m

where S is the list of all subgraphs in the structure, indexed by
s, D is the set of unique node degrees within the subgraph,
indexed by m, dm is a specific degree in D, and P(dm) is the
probability of that degree occurring over all degrees in the
subgraph.

Simulation Notation. We generated strained crystalline
and amorphous structures with the CIP and ML potentials and
then ran various simulations with those structures, including
using a different potential for the MD than the potential that
generated the structure. To distinguish between all these
computational experiments, we adopt the following notation.
For a given property, such as the diffusivity, D, we write A-DCIP

ML

to indicate the structure is amorphous (A-) and the structure
was generated by the CIP (subscript) while the MD was run
with the ML-potential (superscript). If the same potential that
generated the structure was also used to run the MD, we
sometimes only employ the superscript.

Figure 2. Lithium probability densities with color indicating the residence time of the Li site. Short residence times are fast sites and long residence
times are slow sites. Bottom row highlights amorphization in the ML’s nominally crystalline systems when the simulation cell is expanded from
120%Vexp (ρ = 4.20 g/cm3, right) to 130%Vexp (ρ = 3.88 g/cm3, left).

Figure 3. (A) GOP for CIP and ML amorphous (A) simulations at three densities calculated from graphs of the probability of moving from one
site to the other. Probabilities and diffusion are for simulations at 1100 K. (B) Oxygen power spectrum for representative amorphous structure. (C)
O−O pair-distribution function for representative amorphous structures.
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■ RESULTS AND DISCUSSION
Diffusivity, activation energies (Ea), lithium site volumes, Li
residence times, and diffusion pathways were calculated and
identified for the amorphous and crystalline systems. As
expected, the crystalline simulations at the experimental
density do a reasonable job of reproducing the experimental
activation energy of around 0.35 eV14 with both potentials: C-
EaCIP = 0.29 eV and C-EaML = 0.25 eV, as seen in Figure 1B (ref
14 includes a comprehensive compilation of experimental
values). The amorphous simulations and strained crystalline
cells with significantly higher or lower density than
experimental density were found to have slower diffusivity
across all systems investigated. In both cases the reduction in
diffusivity is likely caused by disruption of the well-connected
diffusion network present in the crystalline structure at the
experimental density and local structural disorder. The ML and
CIP simulations differ in the level of network disruption
introduced by straining the volume of the simulation cell, as
quantified by a GOP (see Figure 3A). By disorder, here we
mean distorted bond angles and lengths compared to the ideal
crystal structure, in addition to some Frenkel-type defects.
Some far from equilibrium expanded volumes become
amorphous (completely disordered) while other systems
have pockets of disorder, as described below. The differences
in structure connectivity, diffusivity, and the dependence on
strain highlight the importance of choosing or developing
accurate interatomic potentials when investigating diffusion in
amorphous materials.
Our in-depth analysis of the diffusion mechanism and the

jump frequency from each site gives insight into trends in the
diffusivity with respect to strain and disorder. The Results and
Discussion section is organized as follows: first we show the
faster diffusivities in the ML versus the CIP amorphous
simulations are affected by the connectivity of the ML
amorphous structure, quantified using a GOP, then the
inherent characteristics of the potential are distinguished
from the higher connectivity of the structure made by the ML
potential, and finally the effect of site volume and disorder is
correlated with jump frequency.
Diffusivity and Activation Energies. We compare

diffusivities in Figure 1 at 1100 K for simulations of all
strained crystalline and amorphous systems (diffusivities at
other temperatures are given in the Supporting Information;
we highlighted 1100 K to guarantee sufficient jump statistics).
In the crystalline simulations, the fastest diffusion rate was
observed for cells with density slightly lower than the
experimental density of 5.05 g/cm3, for both CIP and ML
potential. In particular, the CIP simulations have the maximum
diffusion rate of C-DCIP

CIP = 2.94 × 10−5 cm2/s at 107%
expansion of the experimental volume�Vexp (ρ = 4.74 g/cm2),
while the ML’s maximum diffusivity is C-DML

ML = 2.95 × 10−5

cm2/s at 115%Vexp (ρ = 4.39 g/cm2). Thus, the maximum
diffusivity at 1100 K agrees well between ML and CIP
simulations, but the volumetric expansion associated with the
maximum diffusivity value is larger for the ML simulation. The
diffusivity in the CIP simulations continues to decrease with
expanded volumes, such that the slowest diffusion rate of C-
DCIP
CIP = 3.61 × 10−6 cm2/s occurs at the largest volumetric

strain of 117%Vexp (ρ = 4.33 g/cm3), among the simulations
that were run.
The ML simulations similarly exhibit a maximum diffusivity

before decreasing at larger volumetric strain. Slower diffusion

at larger volumetric strain, although uncommon in most
materials, is often seen in superionic conductors as the
expansion disrupts the close interaction between the diffusing
species and its atomic environment, as well as the atomic
structure of the lattice itself, both of which are critical to
maintaining fast conduction. In the ML simulations, we also
find that the trend with increased volumetric strain ceases at
120%Vexp (ρ = 4.21 g/cm3), below which there is little change
in the diffusivity. The different trend for the ML systems at
large volumetric strains can be explained by the amorphization
of the simulation cell, while the CIP simulation cells do not
become amorphous, only locally disordered. The following
sections will clarify the diffusivity differences between the ML
and CIP based on types of disorder created at large volumetric
strain.
In both CIP and ML crystalline simulations, diffusion also

slows with compressive volumetric strain (more steeply for ML
than for CIP). This trend is expected, as narrower channels can
impede Li diffusion. For the CIP simulations, increasing
compressive strain from 107%Vexp (ρ = 4.74 g/cm3) to 86%
Vexp (ρ = 5.87 g/cm3) decreases the diffusivity only slightly
from C-DCIP

CIP = 2.94 × 10−5 to 1.82 × 10−5 cm2/s, while for the
ML systems the diffusivity decreases significantly from C-DML

ML

= 2.95 × 10−5 to 5.36 × 10−6 cm2/s as compressive strain goes
from 115%Vexp (ρ = 4.39 g/cm3) to 90%Vexp (ρ = 5.61 g/cm3).
As we will explore further below, while both CIP and ML
simulations have narrower channels with compressive strain, in
the ML simulations all the sites become slower (see discussion
around Figure 2). In the higher compressive strain CIP
simulations there are still some sites that maintain fast
diffusion, which mitigate the effect of the slower sites.
The differences in the amorphous systems at 1100 K

between the two sets of potentials are even larger than the
crystalline simulations. The diffusivity in amorphous CIP
simulations is almost 2 orders of magnitude slower than the
crystalline systems, as seen in Figure 1. The amorphous ML
simulations have diffusion rates about 5 times slower than the
crystalline systems. In addition, in both ML and CIP
simulations, the Li concentration does not have a significant
effect on diffusivity in amorphous LLZO, unlike in crystalline
LLZO where certain concentrations are known to cause
undesirable ordering.22 For the CIP simulations of amorphous
LLZO, there is little dependence on density compared to
crystalline LLZO, with the amorphous diffusivity ranging from
A-DCIP

CIP = 4.8 × 10−7 to 8.0 × 10−7 cm2/s and the crystalline
diffusivity ranging from C-DCIP

CIP = 3.61 × 10−6 to 2.94 × 10−5

cm2/s at 1100 K. In contrast, the ML diffusivities generally
have a strong dependence on cell density, particularly for the
amorphous simulations, which exhibit sharp declines in A-DML

ML

with increased density.
Figure 1B shows that the activation energy barriers for Li

diffusion (Ea) largely match the trends in diffusivity, other than
exceptions noted below. The activation energies were
calculated for all systems assuming an Arrhenius relationship
between the diffusivity and temperature. For both potentials,
the experimental cell volume for the crystalline systems
features an Ea which matches reasonably well with a
comprehensive collection of LLZO experimental values of
around 0.35 eV (C-EaML = 0.25 eV, C-EaCIP = 0.29 eV).

14 Some
underestimation of Ea is expected since grain boundaries and
other microstructural features present in real experiments have
been shown to raise the Ea in LLZO

14 yet are absent in our
single-crystal simulations. Independent of potential, the Ea’s are
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larger in amorphous simulations than in most of the crystalline
systems. Crystalline simulations have very similar activation
energies at the experimental volume and compressive strain,
but diverge at expanded volumetric strain. The main difference
between the two potentials is the trend of the crystalline C-
EaCIP’s, which increases with expanded volumetric strain and has
a sharp increase for two largest volumes tested, resulting in C-
EaCIP’s similar to the amorphous CIP systems. When the cell is
expanded from 107%Vexp (ρ = 4.74 g/cm3) to 112%Vexp (ρ =
4.52 g/cm3), the C-EaCIP nearly doubles. In contrast, the C-
EaML’s decreases with expanded volumetric strain, as do the ML
amorphous simulations on average. The sharp increase in C-
EaML at 120%Vexp is due to the amorphization of the simulation
cell, which is consistent with the flat trend in diffusivity at
those densities.
Note that the smallest Ea does not always correlate with the

largest diffusivity at a given temperature. For example, the CIP
crystalline simulation at 1100 K with 107%Vexp (ρ = 4.74 g/
cm3) has the largest C-DCIP

CIP, but the activation energy barrier is
actually higher than at the experimental density. In this
instance, the pre-exponential factor overcomes the increased
barrier for migration. The pre-exponential (D0 = maximum
diffusion coefficient) is affected by many properties of the
material, including jump frequency and success rate. At the
experimental volume, Li has the most jumps and the highest
fraction of “successful” jumps (jumps that do not result in a
back jump), compared to other volumetric strains.
The trends with strain between CIP and ML for the

amorphous simulations are different. The A-EaCIP for Li6.25
increases as the volume is expanded, while the A-EaCIP is
relatively flat for the Li6.5 and Li6.75 concentrations. In contrast,
the A-EaML’s decreases with expanded volumetric strain. To

understand the differences in the trends with potential, we
consider the amorphization, connectivity, and distribution of
site volumes below.
Interatomic Potential Affects the Far-From Equili-

brium Structures. To demonstrate the importance of
connectivity of low-barrier diffusion pathways, the Li
probability densities averaged over simulations at 1100 K are
compared for the amorphous and crystalline systems. Figure 2
reveals the well-connected pathways in the crystalline systems
with all sites having similar low-residence times (corresponding
to rapid transport), as expected. The pathway consists of 24d
tetrahedral sites bridged by two 96h octahedral sites which
form rings interconnected by the 24d tetrahedral sites in both
the ML and CIP simulations. The crystalline pathway allows
for isotropic diffusion and is consistent with findings in
previous studies.34−36

In the expanded CIP crystalline system, there are still many
sites with high jump frequencies (yellow), but these are
isolated from each other by regions with longer residence
times, the cyan colored regions in Figure 2C. We describe
these isolated regions as superbasins with fast diffusion within
the basin (low residence times) but slow diffusion between
basins, which impedes long-range diffusion. In contrast, the
ML potentials expand uniformly and do not form superbasins.
The expanded ML system includes some slow tetrahedral sites,
in addition to many slow octahedral sites. Figure 2 shows how
the Li density around the ML tetrahedral sites becomes
expanded and elongated compared to the more compressed
cells. The changes to the tetrahedral sites are quantified in the
discussion of Figure 4.
Figure 2 shows there are still many sites with short residence

times in the expanded CIP simulation. In addition to the

Figure 4. (A−D) Histograms of Li site volumes for CIP potentials calculated using Zeo++. A−C are the compressed, experimental, and expanded
crystalline systems, respectively; D is an example amorphous simulation. (E−H) Histograms of Li site volumes for ML potentials. E−G are the
compressed, experimental, and expanded crystalline systems, respectively; H is an example amorphous simulation. For all histograms, the color of
the bar in the histograms corresponds to the average residence time of the sites within the volume range. The amorphous plots are representative of
other amorphous Li concentrations and cell densities. Note the amorphous residence time scale bar extends to 8000 fs and the crystalline systems
only extends to 5000 ps.
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superbasins, there is a higher percentage of Li hopping into a
site then quickly returning to the previous site (backjumps) in
the expanded system (84% backjumps) when compared to the
compressed (60% backjumps) and experimental density (64%
backjumps) systems.
In both ML and CIP amorphous simulations, the diffusion

pathway is fragmented with fewer percolation pathways for Li
transport across the cell. There are only a few connected
pathways visible. Figure 2D,H shows many slow individual
sites and small site clusters (blue) isolated from superbasins or
low barrier diffusion pathways (yellow-pink), especially in the
CIP configuration. The formation of superbasins in amorphous
systems is expected due to the distribution of sites with varying
activation energy barriers.37 The disrupted pathways and lack
of a long-range isotropic percolation network in the
amorphous simulation contributes to the reduced diffusivity.
Li that get trapped have lower diffusivity compared to Li that
diffuse along the connected percolating pathways. The
connectivity of the pathways will be quantified with a GOP
below.
To quantify the connectedness of the amorphous systems we

employ a GOP.33 We generate the graphs using the probability
of Li jumping from one site, i, to another, j, then calculate the
GOP. Lower, more negative GOP values indicate a more
connected system. As seen in Figure 3 there is a direct
relationship between higher connectedness and higher
diffusivity in the ML structures compared to the CIP structures
(“x”s versus squares). The CIP structures have GOP values
around −100 and the ML structures have values around −250.
In addition to differences in connectedness, each potential

causes differences in the local atomic environment, as
measured by power spectrum and pair-distribution functions.
The oxygen power spectrum indicates that there are softer
oxygen phonon modes due to the CIP, while the pair
distribution function shows slightly more structure at 4 Å in
the CIP than the MLIP (Figure 3B,C). These differences in
local environment can also contribute to the observed
differences in diffusivity. The ML potential is more reliable
in reproducing the power spectrum from DFT (Figure S9), on
which it was trained.
Comparing the Effect of Amorphous Structure

Versus Potential on Diffusivity. The following in-depth
computational experiment was performed to distinguish the
effect of the amorphous structure generated by each potential
versus the effect of the potential itself. We ran MD at 700 K

using the 111%Vexp (ρ = 4.52 g/cm3) amorphous structure
created by the classical potential with the ML interatomic
potential and vice versa. The temperature (700 K) was chosen
because it was the lowest temperature simulated and closest to
room temperature. The ML structure gives slightly faster
diffusivities, A-DML

ML and A-DML
CIP, than the diffusivities from the

classical potential-derived structure, A-DCIP
CIP and A-DCIP

ML. The
ML structure’s higher diffusivities matches the higher
connectivity as measured by the GOP. This result confirms
that the atomic structure of the disordered configuration plays
a role in the faster diffusivity of the ML simulations compared
to the CIP.
Table 1 shows the “normal” ML diffusivity A-DML

ML is 17.6
times faster than the A-DCIP

CIP, which is a larger difference than at
1100 K (10 times faster). However, the A-DCIP

ML diffusivity is
only 10.1 times larger than the A-DCIP

CIP, which highlights the
effect of slow classical structure.
This analysis also allows us to deconvolute the role of the

potential choice in the description of the dynamics,
independently of the respective effects on atomic structure.
Thus, ignoring the effect of structure connectivity, we find the
ML potentials are about 1 order of magnitude faster than the
classical potentials. Thus, the potential itself seems to have a
larger effect on diffusivity than the structure, though both
factors are relevant. The following sections highlight the
different aspects of the structures made from the classical
potentials versus the machine learning potentials.
Site Analysis. In the following section we show how

volumetric strain and amorphization affects diffusivity through
calculating the relationship between Li site volume and site
residence times. We use two methods to calculate site volume,
the area enclosed by the static lattice using Zeo++32 and the
area explored by the Li ions using the Sitator package.31 Table
2 highlights the diffusion coefficient for the simulations
selected for comparison. Note that in the site networks for
the crystalline systems, Sitator identified single Li octahedral
sites, which correspond to the 48g sites, instead of the typical
split octahedral sites (96h sites).

Correlation of Sites Volume Distribution and Diffusivity.
The distribution of lithium site volumes is dependent on the
volumetric strain, the crystallinity of the system, and the
method of calculation. First we will describe the site volumes
as calculated by Zeo++32 using the static lattice. For ML and
CIP, the compressed (Figure 4A) and experimental (Figure
4B) volumes of crystalline LLZO have a narrow distribution of

Table 1. Diffusivity [cm2/s] in Amorphous LLZO at 700 K with 112%Vexp (ρ = 4.52 g/cm3) from a Computational Experiment
that Uses a Different Potential to Generate the Structure than the One Used to Run the MDa

potential D [cm2/s] CIP structure D/DCIP
CIP D [cm2/s] ML structure D/DCIP

CIP

ML A-DCIP
ML = 2.24 × 10−7 10.1:1 A-DML

ML = 3.88 × 10−7 17.6:1
CIP A-DCIP

CIP = 2.21 × 10−8 1:1 A-DML
CIP = 3.87 × 10−8 1.75:1

aThe D/DCIP
CIP ratio is the given diffusivity over the slowest diffusivity.

Table 2. Volume, Activation Energy (Ea), and Diffusion Coefficient (D), at 1100 K are Given for Simulations in Which In-
Depth Jump Analyses Will be Presented

CIP system 85%V crystal 101%V crystal 112%V crystal 112%V amorphous

Ea [eV] 0.27 0.29 0.56 0.61
D [cm2 s−1] 1.82 × 10−5 2.88 × 10−5 1.64 × 10−5 5.60 × 10−7

ML system 90%V crystal 100%V crystal 110%V crystal 112%V amorphous

Ea [eV] 0.26 0.25 0.17 0.48
D [cm2 s−1] 5.36 × 10−6 1.36 × 10−5 2.914 × 10−5 5.68 × 10−6
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site volumes for both the larger octahedral sites and the smaller
tetrahedral sites. In LLZO, each tetrahedral site is connected to
4 other tetrahedral sites via octahedral sites; an example of the
tet-oct-tet arrangement along the diffusion pathway is in the
inset of Figure 4A. As expected, the sites in the compressed
system are smaller, yet the smaller sites do not cause
significantly slower diffusion or larger activation energy with
either the CIP or ML potentials. In fact, Li in the smaller
tetrahedral sites have lower residence times compared to the
larger octahedral sites, consistent with neutron experiments
and other computational studies.36,38

The site volume distributions for the expanded crystalline
ML and CIP potentials differ from each other. The CIP
distribution shows a significant spread in the octahedral sites
while the ML distribution is narrower with only a few outlier
sites. Based on Figure 2, we posit that slower diffusivity in the
expanded CIP simulation was due to distorted sites, which is
confirmed by the wide distribution of octahedral site volumes
in Figure 4C. In the expanded crystalline system for both
potentials, the tetrahedral sites retain a narrow distribution. In
contrast to the compressed crystalline cells, the tetrahedral
sites become the slow sites in the expanded CIP cell while the
ML cell retains the faster tetrahedral sites.
Variations in the site volume distributions by potential show

that selecting the potential is important, especially when
simulating the nonequilibrium behavior or properties, like
strain, even for crystalline systems. During the expansion of the
crystalline cell, for the CIP potentials there is a nonuniform
expansion of the sites at 112%Vexp (Figures 2 and 4C), while
for the ML potentials the cell uniformly expands (Figures 2
and 4G). The nonuniform expansion of site volumes leads to
much higher activation energy barriers for the Li to escape

some sites, often resulting in slow sites with long residence
times. In addition, if sites with high activation energy barriers
surround a collection of sites with lower activation energy
barriers, together they create a superbasin which impedes long-
range diffusion of Li, as defined above. In expanded
simulations, while we see more jumps, a higher percentage of
those jumps are back-jumps, which is a hallmark of Li jumping
inside the superbasin rather than along diffusion pathways. We
determine that the nonuniform expansion in the CIP systems
causes superbasins and slow sites, since the sites expand
uniformly for the ML potentials together with increasing
diffusivity, until amorphization of the cell at sufficiently
expansive strain 120%Vexp (ρ = 4.21 g/cm3).
In both CIP and ML simulations, the amorphous cells have a

wide distribution of sites, with some CIP site volumes that are
much larger than in the expanded crystalline cells. For both
potentials, amorphization disrupts the percolation network of
diffusion pathways with low activation energy barriers through
distorting sites, as plotted in Figure 2 and quantified in Figure
3 by the GOP.
Comparison of amorphous systems generated with the same

potential shows that different densities and Li stoichiometries
have qualitatively similar site volumes and residence times. We
present these other amorphous simulation site distributions,
including other temperatures, in the Supporting Information.
We hypothesize that since the amorphous structures already
have disrupted networks, the effect of further disruption (strain
or stoichiometry) on site volume distributions is less
pronounced compared to crystalline. However, strain has
more systematic effect on diffusivity with the ML potential
compared to CIP: A-DML

ML decreases with compressive strain
while A-DCIP

CIP does not. Thus, some variability in the nature of

Figure 5. (A−D) Histograms of Li accessible site volumes calculated using volume explored by Li while occupying the site. (A)−(C) are the
compressed, experimental, and expanded crystalline systems, respectively; (D) is an example amorphous. (E−H) Histograms of Li site volumes for
ML potentials. E−G are the compressed, experimental, and expanded crystalline systems, respectively; H is an example amorphous system. For all
histograms, the color of the bar in the histograms corresponds to the average residence time of the sites within the volume range. The amorphous
plot is representative of other Li concentrations and cell densities. Note the amorphous residence time scale bar extends to 8000 fs and the
crystalline systems only extends to 5000 ps.
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the structural disordering is evident even in the ML amorphous
diffusivity, even if there are no differences in the site volumes
or residence times with strain. It is also worth noting that the
trends for amorphous and low-density crystalline tend to
converge in Figure 1 (especially the Ea values), which implies
that the character and/or effect of the atomic structural
disruption is analogous for both far from equilibrium strain and
amorphization.
In summary, the effect of strain on jumps and site volumes

in the crystalline simulations can be significant; in Figure 4 we
show that the expanded and compressed simulations can
increase residence times by ∼1 ps compared to crystalline
experimental volume at 1100 K for both potentials. The effects
of disorder (amorphization) are even more significant in
raising some residence times to over 8 ps.

Insights from Li Site Exploration Versus Static Site
Volumes. In addition to static site volume we also investigate
the accessible site volume, which is the volume explored by Li
when occupying the site in Figure 5. Comparing the site
volumes and accessible volume show the explored volume of
the Li is very different from the static site volume. In the CIP
simulations the Li explore most of the tetrahedral site volume,
but a much smaller percentage of the octahedral site volume,
such that the accessible volume of the octahedral sites is
actually smaller than the tetrahedral site. Since the volume
explored by the Li is small, compressing the octahedral site
does not significantly change the diffusivity. The residence
times increase for both octahedral and tetrahedral sites when
the cell is compressed but fewer backjumps negate the slowing
effect of longer site residence times such that the diffusivity (C-
DCIP
CIP) is not significantly affected.
In contrast to the CIP simulations, the accessible site

volumes in the ML simulations do not have separate
distributions for the octahedral and tetrahedral sites; instead
site exploration has a fairly normal distribution. The average
ML accessible volume is similar to the average tetrahedral site
volume in Figure 4E. These similar site volumes correlate with
the smaller activation energy barrier in the ML simulations.
This similarity shows that the Li do not explore all of the larger
octahedral site volume in the ML simulations, like in the CIP
simulations.
For the amorphous simulations, there is not much difference

between the site volume distributions using the Zeo++32 and
static lattice algorithm or the accessible site volume with
Sitator for the ML potential. For each site in the amorphous
simulation, we divide the accessible site volume by the static
site volume. The average of that ratio is 51% for the CIP
amorphous simulation and 86% for the ML amorphous
simulation. Since A-DCIP

CIP is an order of magnitude smaller
than the A-DML

ML, it is likely that the larger static site volumes are
an indication of super basins that disrupt the percolation
network in the A-CIP simulations.

■ CONCLUSIONS
We found that for the crystalline simulations at the
experimental volume, both ML and classical potentials give
very similar results for diffusivity and diffusion mechanism. In
contrast, the potentials behave differently with volumetric
strain that creates far from equilibrium crystalline structures or
amorphized systems. The two different potentials created
unique local disorder and disruptions of the percolation
pathways, which were quantified using static and Li explored
site volumes and the GOP. The MD simulations showed that

choice of potential led to orders of magnitude differences in
the diffusivity in the far from equilibrium structures.
We now speculate on the differences in Li diffusivity

between the CIP and ML potential. Our computational
experiments of running MD with a different potential than the
one that generated the amorphous structure (A-DCIP

ML and A-
DML
CIP) allow us to deconvolute the effects of the aforemen-

tioned structural disorder and the dynamical description of
diffusivity, as manifested differently in the two potentials. We
showed that the classical amorphous structure is slower than
the ML amorphous structure. In addition, the classical
potential is inherently slower than the machine learning
potential, likely due to the hardness of the oxygen phonon
modes (see Figure 3B and our previous publication19). In
addition, the difference in octahedral/tetrahedral site volumes
as explored by the Li ions can be explained by the harder
oxygen phonon modes in the CIP simulations compared to the
ML. In the CIP simulations the harder oxygen modes bounce
the Li around the site more causing the Li to explore more of
the site. While in the ML simulations the absence of the harder
modes allow Li to stay closer to its equilibrium lattice position
and explore less of the site.
The additional exploration of site volume in the CIP

simulations could lead to fewer jump attempts and thus the
slower diffusivity observed in the CIP versus ML potentials. A
previous investigation using the same CIP showed that Li
concentrations of x = 7, 6, 4, 3 in LixLa3Zr2O12 lead to
symmetric Li configurations on the Li sublattice, which slows
diffusion, while noninteger Li concentrations have higher
diffusivity because the lack of symmetry in the Li configuration
leads to frustration that enhances diffusion.22 We hypothesize
that the expanded system is alleviating some of the beneficial
frustration by allowing larger displacement within each site.
Increased backjumps and a larger site exploration may explain
some of the longer residence times in the expanded CIP
system. Also the larger volumetric strain may reduce Li−Li
Coulombic repulsion, which would then lower jump attempts.
Note, the CIP MD were able to simulate the cubic to
tetragonal phase transition and effect of Li stoichiometry on
the diffusivity. The ML potential was trained on ab initio MD
simulations of both the cubic crystalline, tetragonal crystalline,
and amorphous structures and reproduced the ab initio MD
very well, especially the phonon modes (Figure S9).
In conclusion, we caution researchers when using either

classical potentials or ML potentials to explore nonequilibrium
phase space. The ML is constrained by the ab initio training set
and the classical is constrained by the properties that were used
to train and validate the classical potential. It is possible that
the ab initio MD was not able to generate enough different
strained amorphous configurations to generate some of the
very disordered structures accessed by the classical potential.
To simulate densities far from equilibrium and amorphous or
defective structures, care must be taken to train a potential and
make sure that the input or properties reflect reality.
Collaborations with experimental groups will accelerate the
development of ML potentials for far from equilibrium
structures.
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