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ABSTRACT
Over the last few decades, computational tools have been instrumental in understanding the behavior of materials at the nano-meter
length scale. Until recently, these tools have been dominated by two levels of theory: quantum mechanics (QM) based methods and
semi-empirical/classical methods. The former are time-intensive but accurate and versatile, while the latter methods are fast but are sig-
nificantly limited in veracity, versatility, and transferability. Recently, machine learning (ML) methods have shown the potential to bridge
the gap between these two chasms due to their (i) low cost, (ii) accuracy, (iii) transferability, and (iv) ability to be iteratively improved.
In this work, we further extend the scope of ML for atomistic simulations by capturing the temperature dependence of the mechanical
and structural properties of bulk platinum through molecular dynamics simulations. We compare our results directly with experiments,
showcasing that ML methods can be used to accurately capture large-scale materials phenomena that are out of reach of QM calcula-
tions. We also compare our predictions with those of a reliable embedded atom method potential. We conclude this work by discussing
how ML methods can be used to push the boundaries of nano-scale materials research by bridging the gap between QM and experimental
methods.
Published under license by AIP Publishing. https://doi.org/10.1063/5.0008955., s

I. INTRODUCTION

Atomistic computational techniques have been used to exam-
ine a plethora of nano-scale materials phenomena.1–6 These methods
have generally fallen into two broad categories: quantum mechan-
ics (QM) based methods, e.g., density functional theory (DFT),7,8

and semi-empirical methods, e.g., the embedded atom method
(EAM).9–15 While both classes have been widely used to accurately
study materials under a range of conditions,16–19 they both suffer
from serious drawbacks. QM methods, while able to provide access
to properties at an extremely high level of fidelity, are computa-
tionally cumbersome and severely restrict both the time and length
scales that can be studied. Semi-empirical methods, however, fill this
void by significantly reducing the computational cost and allow for

the exploration of both large systems and long simulation times.
However, the trade-off is accurate, as such methods are generally fit
to specific regions of a material’s configuration space and are often
not generalizable.20

To this end, data-driven machine learning (ML) methods have
demonstrated their ability to be a reliable alternative, bridging the
gap in cost, accuracy, and transferability.21–29 Unlike the previously
mentioned classes of computational techniques, ML methods rely
on functional forms that are statistically derived, rather than phys-
ically derived. Such models will still suffer when extrapolating and
will generally fail more quickly than their semi-empirical counter-
parts. However, ML approaches offer a number of advantages over
these methods such as the time required to construct a new model,
their accuracy when compared to QM methods, and their ability to
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be iteratively improved in a systematic manner.1,30–38 ML methods
are also opening up avenues for accelerating discovery of materials,
in general.25,29,39–42

Throughout the last half-century, numerous experimental
studies for platinum have provided a robust understanding of how
the mechanical properties of platinum are affected by the changes
in temperature.43–47 However, recent work using several embedded
atom method (EAM) based classical potentials has shown that all
studied models cannot reliably predict this behavior.2 QM meth-
ods have also struggled to reliably capture such phenomena due to
the time and length scales required to accurately study them.48,49

Furthermore, we recently demonstrated the capability of the AGNI
platform to accurately predict the mechanical properties of platinum
at 0 K.38

In this letter, we demonstrate the use of these recent AGNI
models in exploring how the mechanical properties of platinum
are affected by the changes in temperature. In particular, we uti-
lize molecular dynamic (MD) simulations, coupled with varying
forms of strain, to predict the dynamic behavior of elastic constants.
Mechanical properties, such as the bulk, shear, and Young’s modu-
lus, can then be predicted using the Voigt–Reuss–Hill approxima-
tion.50 The remainder of this letter is as follows: We first begin by
providing the reader with a brief overview of the AGNI method-
ology. Second, we discuss the dynamic behavior of the elastic con-
stants of platinum, and from them, the bulk, shear, and Young’s
modulus. Finally, we discuss the temperature dependence of several
other properties, such as the coefficient of thermal expansion, lat-
tice parameter, and isothermal compressibility. The compilation of
atomistic phenomena presented in this work aims to further push
the boundaries of ML methods for simulations of dynamic materials
by bridging the gap between QM, semi-empirical, and experimental
methodologies.

II. COMPUTATIONAL DETAILS
A. AGNI workflow

The AGNI platform consists of several key steps, regardless of
the property being predicted: (1) the generation of a diverse set of
reference data, (2) numerically encoding local/structural geometric
information (fingerprinting), (3) training a ML model, given some
subset of the reference data, and (4) employing the final ML models
in an MD engine, capable of simulating the dynamic, time-evolution
of atomistic processes. Throughout sections B, C, and D we will
provide a brief explanation of steps (1), (2), and (3), respectively,
and we refer the reader to our previous works for a more thorough
understanding.30–32,37,38,51

B. Reference data generation
A comprehensive set of reference data, summarized in Table I,

was prepared for Pt in an accurate and uniform manner in order
to minimize numerical noise intrinsic to atomistic calculations. All
reference data were obtained using the Vienna Ab initio simulation
package (VASP).52–56 The Perdew–Burke–Ernzerhof (PBE) func-
tional57 was used to calculate the electronic exchange–correlation
interaction. Projector augmented wave (PAW) potentials58 and
plane-wave basis functions up to a kinetic energy cutoff of 500 eV

TABLE I. Summary of the reference dataset that was prepared for platinum force
field generation. The data are divided into subsets based on the type of defect that
is present. T = 0 K represents NEB calculations, where T > 0 K represents MD cal-
culations. Configurations are represented by each atomic configuration present in the
data. For the system containing four vacancies, the vacancy configurations represent
two isolated vacancies and one divacancy in a 108-atom cell (104 total atoms).

Defect type Systems Temperature (K)

Defect-free Bulk (w/o strain) 300, 1000, 2000
Defect-free Bulk (w/strain ± 7%) 300, 1000, 2000
Point defect Bulk with 1 vacancy 0, 1000, 1500, 2000
Point defect Bulk with divacancy 0, 1000, 1500, 2000
Point defect Bulk with 4 vacancies 1000, 1500, 2000

were used. All projection operators (involved in the calculation of
the non-local part of the PAW pseudopotentials) were evaluated in
the reciprocal space to ensure further precision. Monkhorst–Pack59

k-point meshes were carefully calibrated for each atomic configu-
ration to ensure numerical convergence in both energy and atomic
forces. For all nudged elastic band (NEB) calculations, the climb-
ing image formalism was employed56 with ionic relaxations consid-
ered converged at an energy difference of 10−2 eV and electronic
convergence terminated at an energy difference of 10−4 eV.

C. Fingerprinting atomic configurations
A stratified representation of an atom’s local structural environ-

ment was created to capture geometric information that is mapped
directly to properties such as the total potential energy, atomic
forces, and stresses. This hierarchy aims to capture unique aspects
of the atomic neighborhood with features resembling scalar, vec-
tor, and tensor quantities. The functional forms of all atomic-level
fingerprint components are defined as51,60

Si;k = ck∑
j≠i

exp[−1
2
( rij
σk
)

2
] fcut(rij), (1)

Vi,α;k = ck∑
j≠i

rαij
rij

exp[−1
2
( rij
σk
)

2
] fcut(rij), (2)

Ti,{α,β};k = ck∑
j≠i

rαijr
β
ij

r2
ij

exp[−1
2
( rij
σk
)

2
] fcut(rij), (3)

with ri and rj being the Cartesian coordinates of atoms i and j and
rij = |rj − ri|. α and β represent any of the three x, y, or z directions.
The σk values control the width of the Gaussian functions and are
determined via a grid-based optimization process.32 The damping
function fcut(rij) = 1

2 [cos( πrijRcut
) + 1] smoothly decays toward zero

and has a cut-off radius Rcut chosen to be 8 Å. ck is a normalization
constant given by ( 1

σk
√

2π
)3

(for the force model, this normalization
constant was set to 1).

In order to learn rotationally invariant properties, such as the
total potential energy, a separate step is required to map the atomic
fingerprints to rotationally invariant structural fingerprints. This
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process involves mapping the atomic fingerprints described above
to a single structural fingerprint, which is defined as38,51

Vi,k =
√
(Vi,x;k)2 + (Vi,y;k)2 + (Vi,z;k)2, (4)

T′i,k =Ti,{x,x},kTi,{y,y},k + Ti,{x,x},kTi,{z,z},k

+ Ti,{y,y},kTi,{z,z},k − (Ti,{x,y},k)2 − (Ti,{x,z},k)2

− (Ti,{y,z},k)2, (5)

and

T′′i,k = det(Ti,{α,β},k). (6)

In this work, ML models that learn the potential energy employ
such a procedure. Table II indicates the final forms of all fingerprints
for energy, stresses, and forces. Here, the function Mn(X) represents
the nth moment of the fingerprint components. For this work, only
the first (n = 1) moment is considered and can be interpreted as the
average atomic environment of the system.

D. Machine learning
After the final fingerprint forms have been established and

a subset of our reference data has been selected, we turn to
Kernel Ridge Regression (KRR) to create ML models for atomic
forces, potential energy, and the stress tensor. This learning scheme
employs a similarity-based non-linear functional form to create a
mapping between the reference fingerprints and the desired prop-
erty using a form described as1,30–33,38

PX =∑
Y
αY exp[−1

2
(dXY

σ
)

2

]. (7)

Here, the summation runs over the number of reference envi-
ronments Y in a model’s training set. P symbolizes the desired prop-
erty (total potential energy, stress tensor components, or atomic
forces), with X being the fingerprint of the structure whose prop-
erties are being predicted. dXY represents the L2 norm between fin-
gerprints X and Y, calculated within the fingerprint hyperspace, and
is specified by a length scale σ. During the model’s training phase,
the regression weights αY and the length scale σ are determined via a
regularized objective function, which is optimized through a 5-fold

TABLE II. The final fingerprint forms utilized to learn energy, stresses, or atomic
forces. For the property type, the subscripts i and I represent a per-atom or per-
structure quantity, respectively, and the superscripts α, β represent two possible
Cartesian directions.

No. of σk range
Property type σk (Å) Final fingerprint form

Forces (Fα
i ) 8 (1.0, 9.0) V i ,α ;k

Stresses (Sα,β
I ) 20 (1.5, 11.5) Mn(∑N

i=1 Ti,{α,β};k)

Energy (EI) 20 (1.5, 11.5) {M
n(∑N

i=1 Si,k),Mn(∑N
i=1 Vi,k),

Mn(∑N
i=1 Ti,k)}

cross validation process. At the end of the model generation process,
there will be three independent ML models for energy, forces, and
stresses. Statistical metrics, used to compare the ML model’s pre-
dictions with all reference data used in this work, can be found in
Table III.

E. Simulations details
MD simulations were used to capture both the tensile and

shear strains of single crystal fcc platinum using the Large-scale
Atomic/Molecular Massively Parallel Simulator (LAMMPS) pack-
age.61 This ML scheme has been bench-marked against both EAM
and DFT, for the calculation of energy, forces, and stresses, and is
approximately 5 orders of magnitude faster than DFT, but roughly 2
orders of magnitude slower than EAM. Simulations were performed
for a temperature range of 100 K–1000 K. Temperatures above
1000 K were not considered as reliable experimental values do not
exist in this regime. Simulations at temperatures lower than 100 K
were also not considered in this work as it has been shown that zero-
point energy contributions become non-negligible below 100 K for
platinum.62,63 As the simulations considered in this work are clas-
sical in nature and do not consider quantum effects, temperatures
below 100 K cannot be reliably predicted.

For the case of tensile strain, a 21 × 21 × 21 supercell containing
37 044 atoms is used. NPT simulations, run for 2 ns at P = 0, are used
to equilibrate the supercell volume at a given temperature. Then,
NVT simulations are performed, in which the cell was strained along
the X axis at a rate of 10−3 1

ps for 10 ns. As the strain along the Y and
Z axis remains constant at 0, the elastic constants can be calculated
from the stress–strain relationships defined by σxx = C11exx + C12(eyy
+ ezz) and σyy = C11eyy + C12(exx + ezz), where Cij is a given elastic
constant, σii is the stress along the ii direction, and eii is the strain
along the ii direction.

For the case of shear strain, the same supercell and simu-
lation arrangement employed during the tensile strain test was
used. However, due to the stress–strain relationship, defined by
σxy = C44exy, the initial supercell was defined with tilt factors, ini-
tially set to 0. After an equilibration run, as defined previously, the
cell was deformed along both the X and Y axis, uniformly, at a rate
of 10−3 1

ps for 10 ns. For both tensile and shear strains, the stress
was plotted against the strain for a given elastic constant. A lin-
ear regression curve was then fit to the stress–strain relationship,

TABLE III. Statistical error metrics of the final ML models, for each property learned,
generated in this work. All values presented here are the metrics calculated on a given
model’s test set. The final row corresponds to the number of training points in the final
models chosen for this work.

Energy model Force model Stress model
Error metric (meV/atom) (eV/Å) (GPa)

RMSE 2.73 0.15 0.42
STD 2.71 0.15 0.41
Max 1% error 7.90 0.80 1.68
r2 0.99 0.99 0.99
No. of training points 1728 3000 3000
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whose slope is the corresponding elastic constant. An R2 fit of 0.95,
as a minimum, was used to determine a line’s convergence before
extracting the elastic constants. The bulk, shear, and Young’s mod-
ulus were then calculated from the predicted elastic constants using
the Voigt–Reuss–Hill approximation.50

MD simulations were also performed for properties such as the
coefficient of linear expansion and the change in lattice parameter
as a function of temperature. A 25 × 25 × 25 supercell, containing
62 500 atoms, was used. NPT simulations, run for 10 ns, were per-
formed for temperatures between 100 K and 2000 K. The final lattice
parameter was carefully chosen only after a strict convergence crite-
rion of 10−3 Å was met. For the calculation of the coefficient of linear
expansion, the reference temperature was set at 300 K to compare
with experimental values.

III. RESULTS AND DISCUSSION
The dynamic, temperature dependent behavior of the mechan-

ical properties of platinum was calculated via MD simulations.
Figure 1 shows the change in the C11, C12, and C44 elastic constants
as the temperature is increased from 100 K to 1000 K. Three sets

of values are shown: (1) experimental values,2,64 (2) AGNI predic-
tions, and (3) EAM predictions. The EAM values shown in Fig. 1
were taken from previous studies.2 While several EAM potentials
were studied in previous works, only the most reliable potential val-
ues are shown here. This EAM potential will henceforth be referred
to as EAM-A due to its primary author James Adams.

One important point that must be mentioned is the relative vs
absolute nature of the properties discussed in the remainder of this
article. As both ML and semi-empirical potentials are fit to a set of
reference data, one cannot always compare the absolute values of a
predicted property to experimental values. For example, as shown in
our previous work,1,38 the absolute value of the 0 K elastic constants
will deviate significantly from experiments at low temperature. This
discrepancy, however, is not due to the model’s failure, but rather
the value that the model’s reference level of theory predicts. In this
case, the AGNI models are trained on the reference DFT data, gener-
ated using the PBE exchange–correlation functional, which deviate
from experiments significantly.38,65,66 Therefore, AGNI cannot be
expected to predict absolute property values equivalent to experi-
ments but will make predictions at the corresponding DFT level of
theory. Due to these differences among various levels of theory, one

FIG. 1. (Top) The elastic constants C11, C12, and C44, (a)–(c), respectively, for our AGNI models (blue), an EAM potential (yellow), and experiments (red) are shown. While
absolute values between computational methods and experiments will rarely agree explicitly, due to deviations between experiments and the reference data used to fit the
computational models, the difference in slopes should be negligible in order to be considered in agreement with experiments. The AGNI models are the only computational
method whose slopes agree quantitatively with experiments. (Bottom) The bulk, shear, and Young’s modulus, (d)–(f), respectively, is shown for our AGNI models (blue), an
EAM potential (yellow), and experiments (red). These values were calculated using the elastic constants using the Voigt–Reuss–Hill approximation.50
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TABLE IV. Absolute values for the properties predicted in this work. δ represents the
percent difference between the property values at 100 K vs 1000 K. dX

dT represents
the slope of a given property as a function of temperature.

Property Experiments EAM-A AGNI

δC11(%) 22 14 20
δC12(%) 1 11 1
δC44(%) 4 21 16
δB(%) 10 12 8
dB
dT (GPa

K ) −0.03 −0.04 −0.02
δμ(%) 39 29 54
dμ
dT (GPa

K ) −0.03 −0.01 −0.03
δE(%) 37 29 53
dE
dT (GPa

K ) −0.07 −0.03 −0.07
dβ
dT ( 1

GPa K) 4.17 × 10−7 5.67 × 10−7 4.11 × 10−7

da
dT (Å

K) 9.33 × 10−5 . . . 1.16 × 10−4

cannot rely on absolute values but rather on the quantitative and
qualitative trends that the models yield with respect to experiments.

With this in mind, we begin by looking at several important
trends that can be observed from the C11, C12, and C44 elastic con-
stants as the temperature is increased from 100 K to 1000 K. Figure 1
shows a visual manifestation of these trends, while Table IV pro-
vides the absolute values. Experimentally, C11 has been shown to
decrease by ∼22% between 100 K and 1000 K, while EAM-A predicts
a thermal degradation of (14%), and the AGNI framework predicts
a degradation of (20%). Contrary to C11, however, both C12, and C44
show little to no thermal degradation experimentally, (1%) and (4%),
respectively. However, EAM-A shows significant thermal degrada-
tion with respect to experiments in both C12 (11%) and C44 (21%).
The AGNI framework performs substantially better than EAM-A,
yielding degradation of (1%) and (16%) for C12, and C44, respec-
tively. While AGNI’s predicted change in C11 and C12 between is
nearly identical when compared to experiments, thermal degrada-
tion in C44 is still four times that of experiments, although EAM-A
yields a degradation greater than five times that of experiments.

Understanding how a material will respond to various forms
of stress is critically important for a variety of applications.2,67–69

To this end, the dynamic behavior of the bulk, shear, and Young’s
modulus can be calculated from the predicted elastic constants using
the Voigt–Reuss–Hill approximation.50 Figure 1 and Table IV show
the change in these properties as the temperature is increased from
100 K to 1000 K. Experimental predictions of the bulk modulus indi-
cate a thermal degradation of (10%), compared to a degradation of
(12%) and (8%) for EAM-A and AGNI, respectively. Therefore, one
can argue that both EAM and AGNI will perform equally well in
understanding the resistance to compression. For the shear modu-
lus, experimental values indicate a thermal loss of (39%), compared
to a degradation of (29%) and (54%) for EAM-A and AGNI, respec-
tively. Finally, for Young’s modulus, experimental values indicate a
decrease of (37%), compared to a decrease of (29%) and (53%) for
EAM-A and AGNI, respectively. From these metrics, both AGNI
and EAM show moderate deviations, when compared to experi-
ments, when understanding the response to both linear and shear
stresses.

However, if we assume that the change in these properties is
perfectly linear between 100 K and 1000 K, we can easily calculate
their slopes, shown in Table IV, which will provide the rate in which
these properties change as a function of temperature. For the case
of the bulk modulus, we arrive at slopes of −0.03 GPa

K , −0.04 GPa
K ,

and −0.02 GPa
K for experiments, EAM-A, and AGNI, respectively.

For the shear modulus, we obtain slopes of −0.03 GPa
K , −0.01 GPa

K ,
and −0.03 GPa

K for experiments, EAM-A, and AGNI, respectively.
Finally, for Young’s modulus, we calculate slopes of−0.07 GPa

K ,−0.03
GPa

K , and −0.07 GPa
K for experiments, EAM-A, and AGNI, respec-

tively. Therefore, while EAM-A and AGNI’s prediction yields mod-
erate errors when one considers only the absolute thermal degra-
dation over the entire temperature range, the slopes of these rela-
tionships tell a different story, where AGNI outperforms EAM-A
significantly.

Another important aspect of the dynamic mechanical response
of platinum that must be well understood is the physical change in
the supercell as a function of temperature. To this end, we present
calculations for the lattice parameter, coefficient of isothermal com-
pressibility, and coefficient of linear expansion, shown in Fig. 2 and

FIG. 2. The coefficient of isothermal compressibility, change in lattice parameter, and coefficient of linear expansion, (a)–(c) respectively, are shown for our AGNI models
(blue) and experiments (red). Lattice parameter values (b) are used to fit a cubic spline (shown in black). Linear expansion values (c) are then calculated from the derivative
of the cubic spline.
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Table IV. In a bulk material, the coefficient of isothermal compress-
ibility can be represented as the inverse of the bulk modulus70 and
can be thought of as the relative volume change that will occur in
response to an applied stress. From Fig. 2, one can see good agree-
ment between the AGNI platform and experiments. As described
previously, the rate of change in the isothermal compressibility can
be calculated by assuming a linear rate of change. Experiments pre-
dict a rate of change of 4.17 × 10−7 1

GPa K , while EAM-A and AGNI
yield rates of 5.67 × 10−7 1

GPa K and 4.11 × 10−7 1
GPa K , respectively.

Figure 2 also provides information about the change in lat-
tice parameter as a function of temperature. As shown in Fig. 2(b),
AGNI and experimental values of the change in lattice parameter
as a function of temperature show exceptional agreement over the
entire temperature range. Small deviations close to the melting tem-
perature can be explained from the results obtained in our previous
work.38 As before, if we take the slope of this curve, information
about the rate of change in lattice parameter as a function of tem-
perature can be calculated. Experiments indicate a rate of change of
9.33 × 10−5 Å

K , while AGNI predicts a rate of 1.16 × 10−4 Å
K .

Finally, the information encoded in the change in lattice param-
eter can be used to calculate the coefficient of linear expansion as a
function of temperature.71 A cubic spline is fit to the lattice param-
eter values, shown in black in Fig. 2(b). The derivative of this spline
is then used to calculate the coefficient of linear expansion, shown in
Fig. 2(c). As the difference in the lattice parameter between experi-
ments and PBE creates an artificial shift in the coefficient of linear
expansion, the values in Fig. 2(c) are referenced to the value at 100 K
for both AGNI and experiments. As there are small deviations in
the lattice parameter at high temperatures, errors in the coefficient
of linear expansion, at these same temperatures, are to be expected.
Even with small discrepancies near the melting temperature, the
agreement between AGNI and experiments can clearly be seen.

IV. CONCLUSION
In this work, the AGNI ML scheme was used to simulate the

dynamic behavior of platinum under various forms of strain. We
employed MD simulations to simulate the stress–strain relation-
ships, under those strains, to predict the temperature dependence
of the elastic constants of platinum. From these constants, other
properties such as the bulk, shear, and Young’s modulus were also
calculated as a function of temperature. MD simulations were also
performed to obtain the temperature dependence of properties such
as the lattice parameter, isothermal compressibility, and coefficient
of linear expansion. The results obtained from these simulations
were then compared against experimental values. A critical topic
that must be addressed is the model’s transferability to configuration
spaces not included in its training set. While many of the configura-
tions presented in this work are not explicitly contained in any of
the three model’s training data, they do share similarities to them,
and therefore, the model can reasonably predict such environments.
In contrast, the models used in this work cannot be used to make
accurate predictions of surface regions as such domains are geomet-
rically very different. However, as the ML models can be iteratively
improved, unlike semi-empirical/classical potentials, this deficiency
can be addressed by adding these poorly predicted configurations to
each model’s respective training set to improve their accuracy.

As the AGNI models presented in this work were trained
on DFT data, using the PBE exchange–correlation functional, it is
expected that the AGNI model will make predictions at the DFT
level-of-theory. Therefore, one cannot directly compare the abso-
lute values of experiments and AGNI just as one could not directly
compare the results of experiments with DFT. However, qualita-
tive trends can be compared, and from them, quantitative changes
in these trends can also be calculated. Upon examination of these
trends and their rates of change, AGNI shows excellent agreement
with respect to experiments, outperforming all EAM potentials for
platinum. Using ML to obtain high fidelity properties of materials,
with accuracy greater than that of semi-empirical potentials, such as
those considered in this work, at time and length scales far beyond
those of QM methods, provides yet another layer of validation that
these methodologies can, and should, be used to push the boundaries
of nano-scale materials research.
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