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A Data Compression Techmique for Built-In Self-Yest
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Abstract—Data comptession is often used to reduce the compiexity of
test «datz in the ares of fault diagnmosis im digital systems. A data
compression technique calfed self-testable and error-propagating space
compression is proposed and analyzed. Faults in 2 realization of
Exclusive-OR and Fxcinsive-NOR gates are analyzed and the use of these
gates in the design of self-testing and ertor-propagating space COmpres-
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saors (STEP 5C's) are discussed. Ii is argued thai the data compression
“eehnique proposed could reduce the hardware complexity in built-in self-
Ttest (BIST) logic design as well as in designs using external tester
" environments.

Index Terms—BIST, built-in self-test, data compression, self-testing
and error-prapagating space compressors, space compression, itestable
parity trees,

I. INTRODUCTION

Testing logic circuits in a buii-in self-test (BIST) environment
requires a test setup as shown in Fig. 1{a). The response of the CUT
for test sequence {7) is named {R*), which is different from the
response (R} of the fault-free circuit if the CUT has 2 fauit detectable
by (7). In BIST environment. the test data analyzer includes storage
for the response expected from a fault-free circuit and a compressor.
To reduce the amount of data represenied by (R}, often data
compression is wsed to generate a signaiure from {R) which is
compares to the signature of the response (R*) of the CUT. When a
mimber of nodes of the CUT, monitored in driving (R}, is large it
may be cost effective to introduce a spece compressor (SC), ¢
reduce the width of the test dawa [1}, {2], before a time compressor 15
used 1o derive the signature. The SC reduces the widfh of the test
response from N tc M, as lllustrated in Fig. 1{b). Ths allows the use
of a paralie! signature analvier {PSA} with M shift register stages
rather than N stages. Reduenion n the number of stages in PSA not
cnly reduces the hardware cost of PSA but allows one to find a proper
connection polynormial for the PSA, since often it is difficult to find
irreducible or primitive polvnomials of large degress that are usafil
as connection polynomials for PSA’s. Furthermnore, small signawres
would require simple:r checkars to compare the signature after test
against the expected signaniras. In environments where external test
data analyzers are used, often the logie values in internal nodes are
brought out of 2 VLSI chip ov timz multxplexmg thasa values, In test
mode, onto data output pins of the chip {3]. Often such efforts raquire

everal ciock cycles to bring out the test data [3]. In these
environments an SC would facilitate bringing out the t2st data in one
clock and carefully designad SC’s could also require smaller on-chip
hardware than a time muliplexing method. We give a spec cific
example of this in Section II. In this paper, the design of cost
¢ffective and practical linear SC's is emphasized. Linaar SC’s use
Exclusive-Or (EOR) or Exclusive-NOR (ENOR) gatzs only and hence
ars essentially parity generator tress.

Linear SC's were first suggasted by Benowitz ef ai. [1] for use In
built-in tast. Their suggsstion was 10 use M parity genarator 1ress
such that the Inputs to a pann genarator do not depend op the same
set of input variables. When such 8C's can be built, the number of
EOR gates used will be N = AL where N 1s the number of CUT nodes
monitored and M is the number of cutputs of the SC. Oftzn it may not
be possible to construct the SC's proposed in [1] because the input
dependencies of the monitorsd nodes could not be partitioned
nontrivially or it may not b2 cost effective, because of the limitations
of the achievable compression. Additionally, such SC’s may mask
manifestad errors on the monitored nodes, e.g., when 1wo errers
occur on nodes feeding the same Dant} generator. To circumvent
these difficulties, it was proposed in [2] that the lingar SC’s be
constructed as the parity coeck civcuits {also calied syndrome
calculators) of linear error-detecting codes. This allows the construc-
tion of SC's based on the errors that could occur at the monitored
nodes due to modeled faults in the CUT.

These earlier works have not considered detection of faults in SC's
and the dzsign of cost-effective SC's. In this paper, we address these
issues together with an analvsis of the effectiveness of the linear

C's. Inn Section I, a new class of SC's is defined. Cost-effective
designs of linear SC’s based on swgke-error-correcting, double-2rror-
detecting codes arz given in Section III. An analysis of effectivenass
of SC’s is given in Section [V. In Section V, tastable design of pangy
genarator circuits is considarad.
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II. SELE-TESTING AND ERROB-PROPAGATING SPACE COMPRESSORS
(STEP S5C’s)

2t X(¢) and Z{¢) be the input to ar SC and output of an 3C,
respectively, ar time ¢, under the assumption that both the circutt
under test as well as the SC are fanlt-free. Let 7 be the test sequence.
ar X*#{t) and Z*(t) be the corresponding entiies when the CUT is
being tested and let {R} and {R*} bz sequence of X(¢)'s and X™{¢)
produced whan the test sequence Tls auphﬁd The ideal reguiremsnts
on $C’s ar2 siven in [4]. A relaxed set of requirements for practical
reasons [4] is given below. It is assumed that either the CUT or the
SC, and no: both, is faulty at a given time.

Definition 1: Let {R*) denote the response of the CUT for wst
saauence (T in the presence of 2 faul f;in the CLT An SC is called
an error-propacaring (EP) SC if in the absence of any fault in the
SC. for at least one X*{#) in each [R¥*). X={r} & X{(z), 1mples
21} = Z{1).

Definition 2: An SC is called a self-resting (ST, SC if for each
modelad fault, say f;, in the SC there is at least one X{f) in (K} that 15
g tes: for f;. :

Definition 3: An SC is called an STEP SC if 1015 seli-
erTor propagating.

Dzfinition ¢: The compression ratio of an SC is M/N. {Note that
smazller tha cumpressmn ratio of an SC, the more efficiens it 15 I
reducing the number of nodss 10 be monitored directly or by a time
COMPrassor. } _

Definirion 5: E(t} = X(f} & X*({1), where & is the bit-by-but
Exclusive-OR oparator, is called an error patrern. Note that X*(f} =
X e EIE() = X(1) e X={1).

testing and

Dasign of an EP SC is simplified when the SC is a linzar circuil. A

E{) =

linear circuit F has the property that FEA*{() = F(X ()} =
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V(X)) @ F(E (£)). Thar is when the SC is fanit-fres, Z o =2 3

F(E (£)). Nore that when X*(1) = X {t), E{t} is nonzero and.
furthermore, Z*(¢) # Z(¢) if and only. if F{E {¢)) = 0. Therefore. 2
hinear 3C realizing a multiple output function F is an EP SC if and
only if for every modeled fault in the CUT for at least one arror
pattern E {{) produced by the CUT, F{F (¢}} # 0. That is, the EP
property of an 3C can be analyzed by knowing the error paterms
produced by the medeled faults in the CUT. This is analogaus to the
srror-detecung codes. This analogy is further clarified by defining an
M row. N column binary matrix A, in which each row corresgonds
10 an ourpitt of the linear SC and there is a 1 in the /th column of the
Jth row of A if the ith input is included in the jth ourpur. ¥ & is @ken
as the parity check matrix of a linear code of lenoth ¥, then A
describes a linear code thar detects all errors £, such that HFT = 0,
where E7 is the transpose of £. The parity check circuit or the
syndrome calculator of a linear error-detecting code is therefore a
linear SC, whose compression ratio is one minus the rate of the code
{the rate of a code is the ratio of log: of the number of codewords and
the length of the codewords). Therefore, given 2 CUT and the nawmre
of errors generated due to modeied faults and a chosen rest sequenca.
the design of a linear EP SC can be achieved by the following steps.

l. Pick a subset, say EE, of error parnterns created at the mputs of
the 3C. such that for each modeled fanit in the CUT. EE contains 27
least one error pattern that occurs when the test sequence
exercises the CUT.

2. Pick a tinear code. say LC, such that LC can detect all 2Tor
parterns in EE.

3. The syndrome calculator circuit of LC is an EP SC for the CUT
with the chosen test sequence T

If ondy single faults in the CUT are of concern. 2 simpie mehod o
derive EE, the set of representative errors, is to detarmine the number
of monitored nodes that depends on the logic value of a line in the
CUT. The maximum of such numbers will indicate the maximem
weight (i.e., the number of arrors) of any patern due to a single fault
in the CUT. If this number is ¢, then the syndroms calcularor of a -
error-detecting linear code will be an EP SC. In the next section,
cost-efiecctive designs for SC’s that propagate error patterns with
weight less than or equal to 2 or 3 are considerad.

it should be recalled that linear combinational functions are gasiiy
realized by tress of EOR gates (such cireuits are also called pariry
trees). A linear SC would therefore be self-testing if the response L R
of the fanlt-free CUT contains tests for the modaled faults i parity
trees. One can avgment T to foree inclusion of tests for the panry.
However, it may not be cost effactive to angment 7 1o include tests
for panity trees constructed {rom arbitrarily realized Eor gates. For
this reason, in Section V, testable realization of parity trazs is
considered. |

II. DesIGN OF ERROR-PROPAGATING SPACE COMPRESSORS
(EP 8C's)

In this section, linear EP SC’s that propagate error patterns with up
to 2 or 3 errors are studied. Considear single-error-correcting, doubie-
error-detecting (SEC-DED) Hamming codes [3]. These codes detect
error patterns with up to three errors and have length 2%, & = 2. The
panity check matrix of these codes have (k¢ + 1) rows and 2
columns. Different specifications for the parity check matrix H of
SEC-DED have been used. We usa a particuler specification to
realize cost-effective linear SC’s from these codas. This spectfication
of the H matrix for length 16 SEC~-DED Hamming code is fustraeed
in Fig. 2(a). If we number the rows 0, 1, -+-, k, then it can be saz
that the ith row is formed by concatenating 2’ aliernating subse-
quences of selid 1's and 0's. The length of each subsequernce is 25~
and each row starts with a subg*quence of I’s. In general, it can be
shown that the proposed specification of the length 2% SEC-DED
Hammung code’s parity check matrix corresponds o the generator
matrix of first-order Reed-Mullar codes which is the dual of he SEC-
DED Hamming cods I3].
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If the (£ + 1} parity trees for the given A marrix are constnzcted
without using shared logic, the resulting SC would require { (N log.
N1+ N —log: N} = (Wlog- ¥)/2 EOR gates where N = 2% ig
the aumber of inputs o the SC. However. by shaning logic, it is
possible ta construct these SC's with less than 2V EOR gates. This is
dlusirated for the length 16 Hamming code by the shared logic
equadons given in Fig. 2(b). Io this {igure. & is mode 2 sum or EoR
operanon. The oumbers summed are the indexes of the columns of
the A matrix fcf. Fig. 2(a)]. The basic idea is to realize the parity
tress corresponding to rows £ and & — 1 {i.e., partv check P, and
Pe_;) withowt sharing logic and forarow i/, &k ~ 2 =2 i = 0, bv
sharmg ihe logic used to realize the parity tress of rows with higher
row indexes. For example, referring o Fig. 2(b). the pariry tree for
P, 15 obtained by using the outpurs of the EOR gates compuiing {1 =
2) and (9 @ 10Y used io compute P;. The number of ZOR gates ip
realizing each ourput for the SC based in the length 16 SEC-DED
code is also given in Fig. 2(b). The shared logic realization proposed
is given in Fig. 2ic). The total number of EOR gates for this SC is 16:
In general, for an SC realized from the A matrix of length v = 2%
SEC-DED Hamming code, it can be shown that no mere than 2(V —
i) — log- N ECR gates are nesded. These SC's propagare ail errors of
weight =3,

The H marmix of length (2 — 1) SEC Hamming code can be
obrained from the A marrix of length 2% SEC-DED Hamming code
by deienng row O and column N. The SC corresponding w the SEC
Hamming code propagated all emors of weight <2 and can be
designed using no more than 2(V — 1 — logy V) E0R gates. The
compression ranos of SC's derived from the Hamming codes is
={log, MWV

The compiexaty of the SC's derived from the Hamming codes was
shown to be =2V ECR gates if shared fogic is allowed. Another SEC
code that required =~ 2V EOR gates 1o realize the corresponding SC is
obrained by leming only weight 1 and weight 2 binary r-mples as the
columns of the i matrix. The length Vof sech acode is r(r = 1)/2
and the compression ratio of the corrzsponding SCis 2/(r + 1). This
H matrix has r 1’s in each one of the 7 rows and the corresponding SC
requires r{r — 1) = 2(N — r) = 2N EOR gates and does nor usz
shared logic, thus may require smailer area in integratzd circuit
realizations. An example of these SEC codes is given below. This
code has column weight <2.

0
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Formal proofs and formal proczdures to desien SC's of given
complexity for the three classes of codes considersd above are not
given, since the construction of such SC's for Hamming codes is
easily understood from the example given for the length 16 SEC-
DED Hamming code. For the codes whose H matrix is given above,
since no logic sharing is possible in the comstruction of the
corresponding SC’s, the design is swaightforward.

In this section, we have given SC's that propagate all error patteras
of weight =3 (derived from SEC-DED codes) or <2 (derived from
SEC codes). The SC’s require less than 2V EOR gates. Resulrs simular
to SEC-DED codes given here can be obtained for the class of
equivalent codes considered in [6]. Details are not givea bere.

As an example of possible application of SC’s, consider the 21111[-111
testing facilities in the Motorela 32 bit microprocessor MC63020 [31] :
One of the testability fearures added o MC68020 is to bring oul :r':
116 outputs of the microprogram ROM’s by time multiplexing ‘3“‘)“
32 data lines (it takes 4 clock cycles to get data from the 116 m;gu;sl 5
Instead, one may use a space comprassor that will mmpre:iimﬂ o
outputs gato 32 outputs. This way one can reduce the :‘5 seen 10 be
additiorally the arca complexity of the required SC can be

1 T AmEEEAT T AT = L i |
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Figz. 2. Design of an 5C bas22 on a length 16 SEC-DED code. (a) Parity
check matrix of length 16 SEC-DED code. (b) Parity check equations for
tha rraz realization of the & mamix. {c) SC based on length 16 SEC-DED

cods.

comparable to that of 2 4 to | multiplexer needed to bring cui the
owtputs of the control ROM’s,

FYV., ANALYSIS OF EFFECTIVENESS OF SPACE COMPRESSQRS
Even though it 15 desirable to construct SCs that will propagaie

errors caused by the modeled faults in the CUT, often it may net be
cost effective 10 determine the set of all possible error patterzs and
then choose an appropriate EP SC. In such cases, it mav be
appropriate to uss an SC that provides adequate error propagation for
random errors, To derve a figure of ment for such choices, 2ssume
that the error patterns are uniformly distributed over the space of
nonzero binary A-tuples. Earlier it was pointed out that an error £ is
not propagated by a linear 8C if and only if HET = 0, where His the
M x N parity check matrix corresponding to the SC. From matrix
theory, it 15 known that the number of nonzero error patterns £ for
which HET = 0is 2¥-¥ — ], Hence, the proportion of errors not
pmlgagated by an & input M output SC is = (2V=#)/(2Y - 1} =
27,

The simple analysis given above indicates that the probability that
an SC does not propagate an error decreases exponentially with M,
the number of its outputs. In deriving this measure, we hbave
implicitly assumed that it is necessary to propagate each error created
by the faulty CUT. However, a faulty CUT often produces several

- different error patierns when exercised by the test sequence 7. If p is

the minimum number of different error patterns caused by a fault in
the CUT, then the probability of not propagating errors is 2~7Y,
Therefore, if for a given CUT jwith a chosen test sequence 7, the
parameter p is large, small vilues of M (e.g., M = 1) mav be
sufficient, leading to SC’s with minimum compression ratios,

V. DESION OF TESTABLE PARITY TREES

The design of self-testing linear SC’s can be seen as eguivalent to
the design of embedded self-testing parity maes. This problem was

studied earlier in the context of designing totally self-checking (T3C)
checkers for single parity codes and carrain linear block codes [7].
The following fault models were used for the fauits in the two-inpur
EOR gate used in the coustruction of s parity tress.

1) The two inputs and the output of the EOR gate may be stuck-at-{
and/or stuck-at-1.

2y The faults in the EOR gates are such that all four inpur
combinations are necessary te detect the faults in it

Given these fault models, procedures to design parity trees, when
the inputs (equivalent to (R} in the current discussion} satisfy cerain
necessary and sufficient conditions, were given in [7] and [3]. The
first fauli-model used is inadeguate to represent faults in EOR gaies
and the second fault model may be pessimistic, as discussed later i
this secticn.

Let us consider certain NMOS circuirs to realize EOR and ENOR oOf
EQUIVALENCE sates. The NMOS gates to be presented requirz
only three tests to detect line stuck-at faults, FET stuck-on and smck-
open faults, line open faults, and shors betwsen adjacent lines.
Before we give these circuits, it is importane to review FET stuck-
open faults in NMOS circuits. An NMOS circuit is made up of a_lc:ad
consisting of a depletion mode FET and a driver circuit which is an
interconnection of enhancement NFET's. The general fﬂl’ﬂ“i of an
NMOS gate is shown in Fig. 3{a). If the depletion mode FET 15 open,
then the ouatput of the gate can be assumed to be permaneaily at logic
0, nnless due to a combination of values of inputs, the output can be
set to 1. The latier case is possible only if there is a path through some
pass transistor [9] in the NFET driver circuit that will set the output to
1. If this were the case, the Jutput may retain the logic 1 value (due 10
the capacitive load on the circuit) for a while after an input that set 1t
to 1 is removed. In such a case, the oaly way to tesi the depletion
mode FET stuck-open fault 35 to initialize the cwarut to O and then
atternpt to make it a logic 1. This mmphes a two-gdiazm st _In the
sequel, we will give an NMOS ENOR circuit that vy pass transistors.
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Fig.3. A three-transistor ENOR gate and its ests. {a) General structurz of an
NMOS gate. (b) An NMOS Exclusive-NOR gate. {¢) Tasts for faults in the
ENOR gare.

The problem of detecting the depletion mode FET stuck-open faul
will be discussed.

In Fig. 3(b}), a three-transistor NMOS ENOR gate is ziven [9]. To
the best of our knowledge, no complete test analysis of this gate has
appeared in open literature. In Fig. 3(c), tests for all possible single
faults are given. The notation used in Fig. 3{c), to designate a fault, is
x/y, where x is a circuit lead or an FET identifier given in Fig. 3(b)
and y is the fanlt type; for FET's it is stuck-on (G} or stuck-open
{OP) and for lines it is stuck-at-0 (0} or stuck-ar-1 (1). Possible fault
sites are shown in Fig. 3(b). It can verified that al! smek-at or line
open faults in the circuit are equivalent to one of the faults given in
Fig. 3(c). From Fig. 3(c}, it can be seen that the tests for single faults
in the ENOR gate of Fig. 3(b} can be obtained out of the three inputs
00, 01, and 10. Actually all multiple faults can be derected by tests
constructed of 00, 0L, and 10. Furthermore, these three inputs must
be applied to test for 1/0P, 2/0P, and 3/0OP faults, respectively. That
s, the input 11 is redundant with respect to fault coverage for faults in
the ENOR gate. As mentioned earlier, the stuck-open fault in FET1
requires that 01 or 2 10 input precede 1 00 input to detect the fault.
This is required since the input 11 could set the output to 1 even in a
faulry gate and if that input has been applied prior t the application of
test input 00 and before a 01 or 10, then the input 00 could fail
to detect the fault FET] stur:k-ﬂﬁ'n

The analysis given above indicates that it may bz possible to
construct panty trees that can be tected for all faults even when it is
not possible 0 apply 11 inpw to a two-inpur parity gate, thus
potentially making it possible o d:sign self-testing SC's for some of
the cases for which the results 1.1 18] would indicate that a self-testing
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ltnear SC 15 not realizabie for given {R}. In the remainder of this
secton, we pursue this problem and we apply the derived resuits to
design STEP SC's to compress test response from decoders.

To design parity tress using the EXOR gate of Fig. 3(hj, due o logic
level shifts ar the cutput of the ZNOR gare, it is 0ot prudent to cascade
iwo such gates, Buffers {inverters) must be added berween two stages
to restore logic levels. Ir should be noted thar the tests givern for
the ENOR gare of Fiz. 3fb) would also detect faults in the rwo-
inpur parity functions usimg a buffered version of this gate. A
party tree can be consgucted either by using EOR gates or ENCOR
gates. The fotlowing readily provable equalides provide the basis for
this claim. In these equaiides. & and ¢ denoe ZOR and ENOR
ODerators, respecrively.

for # an odd inwger:

K1 8 X2 B8 Xy~ 8BX,7X @ X 3 X; " DX,

and for 7 an even infeger:

X € Xy 9 X; 0 FX=5008 X 8 X vt QX

Earlier, several authors had studied the problem of test generarion
to detect faults in the pardty trees [10]-[12]. The parity tress
constricted by the ENOR gate of Fig., 3(b} {or its buffersd variations)
require reconsideration of the problem because of the need for the test
sequences that include a test wput 00 preceded by 1nput Gl or 10
described earlier. Our procedure for constructing test sequences is
analogous to those given in [10] and [11] for normal £NOR gates.

Let us consider the set Sz = {5, S3, §5} given in Fig. 4(a).
Clearly, 5, & §; = 5;; thus, the set Sg is closed under EOR
operation. Furthermore, if 5;and §;, 7 = J, are wsated as test inputs
for an EOR gate then they contain at least one input OO which is
preceded by an input 01 to 10. Elements of the set 5¢ can be 2ssigned
to the EOR gates forming a tree such that inputs assiened to every gate
are §;, S; with 1 # j. This can be done by starting with assigning an
element of Sg 1o the inputs of the output EOR gate. This procedure can
then be repeated up the tree until inputs to the first level EOR gates are
specified. Once the inputs to the first levet EOR gates are specified,
the tree inputs that need tw be applied can be readily determnined by
reading across the components of set Sg assigned to sach input of the
furst level EOR gates. Thus, a single faulty gate in the tree of EOR gates
can be detected by a test sequence of length 3. From the set Sg it is
2lso evident that not only three tests given in Fig. 3{c) are applied to
each EOR gate in the tree, but all four two-tuples arz applied to every
EOR gate.

Simiar arguments can be used for the set Sy of Fig. 4(b) which
gives the tests for parity tree constructed ENOR gates. We conclude
that a single faulty gate in the tree of ENOR gates can be detected by a
test sequence of length 4. However, in this case each ENOR gat2 is
applied to only those three tests which are given in Fig. 3(c). If it is
also desirable that the test input 11 be applied (e.g., in functional
testing environment where the actual gate type used is rot known),
then the additional test can be applied by having all inputs as 1’s and
making the length of test sequence 3. We note that the device count in
an ENOR tree using buffered ENOR gates would normally be higher
than in an EOR tree, unless it is possible to cascade two unbuffered
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Fig. 5. The output of a decoder with disabie input,

ENOR gates before level restoring inverers are used. Even if rwo
levels of ENOR gates are used betore level restoring inveriers are
used, the tests given above for ENOR trees would remain effecave.
Furthermore, the logic delay in ENOR trees could be higher than fat
for ECR trees. '

Next we want to demonstrate. through a nontrivial example, tat a
STEP SC with a singie ourput can be constructed as a tree from Qe
EOR gates discussed in this section, whereas such a construcrion is 20¢
possible if the normal ECR gates that do not use pass ransistors e
used. The gates of the latter type will oeed all four two-input
combinations to detect faults. Consider a decoder that is used to seiect
one of eight registers in a microprocessor. Normally such decodsr
have a disable input to deselect all lines. That is. such a decoder's
ourputs can only be the mine binary 8-tuples shown in Fig. 3. I o
more than one outpur can be erroneous at any fime, then a single
output parity tree would be an EP SC for this decoder. By obser/ing
the set of possible outputs from the decoder, it is readily sesn mat
independent of the choice of inpufs to an EOR gate. a 11 mput cannot
be applied to the EOR gates in the top level of the EOR tres. However.
if the sequence of inputs given in Fig. 5 is applied to the inpur of @12
parity tree constructed from the EOR gates preposad in Qs paper,
every EOR gate gets a 01 and 10 input and a 00 input preceded oy 2 a1
or 10 input. Hence, such a singie output SC will be STEP 5C. Tae
example given can be generalized to all decoders with disable inputs.

If the decoder does not have a disable input, then an STEP SC will
need at least two outputs. The need for two outputs can b established
by the following argument. Note thar the possible fault-free nputs to
the SC (from the decoder under test) are N-mples with a single ona. I
an SC with a single cutput is to propagate all single errors in the fault-
free response, the cutput of it for an Input with two ones, say 1100
. ++ 00, should be different from its output for mput 100 - -« { 2s well
as for input 0100 --- 0. This is possible if and only if the single
output SC realizes a function whose value is identical for inputs 100
-« ( and Q10 --- Q. By applying this argument iteratively 10 the
following {N — 1) inputs with two ones, 1160 --- 0,011 --- 0, -+,
G --- 110, and G - -- 011, we note that the single ourpuz 5C must
realize a function which takes identical values for all inputs with a
single one in them. This implies that uader normal operation the
output of the SC is a constant and hence such an SC is nor seif-
testable. (Note that this conclusion is independent of how the SC is
constructed. That is, any logic circuit, not pecessarily linzar, would
have this property.) It is readily possible to design STEP SC’s with
two outputs to compress the cutputs from decoders, without disable
inputs, that are subject to single faults, An example of such an 5C for

an eight-output decoder can be obtained by generating the panty of

the first four outputs and the-last four outpats, respectively.

It is interesting to note that the example given immediately above
indicates that the number of outpurs of an STEP SC are not oaly
dictated by the errors it is to propagate but also by the desired self-
testing property. It is worth pointing out that the STEP SC desigoed
for decoders without disable inputs is also a TSC checker if single
errors are assumed in the outpht of the decoder. This is another

examplé of the construction of testable linear trees that could not have
been constructed from earlier results {7], [8].
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V1. CONCLUDING REMARKS

In this correspondence. a COMIPIESSICH technigue. cailed space
compression, that is applicable to compress (85T data in both externai
test environment and BIST enovironment was proposed and analyzed.
In BIST environment an SC is to be foliowed by a tme compressor
£2]. It was argued that linear space COMPIESSOrs e etfective and
amenable to simple amalysis. The concept of seif-tesung error-

‘e SC’s was introduced. Finally, an example o illustraee

. where the proposed EOR and ENOR designs would lead 1o STEP SC's,

while earlier designs of EOR and ENOR gates wiil not provide STeP
SC’s, was given.
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