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Abstract: The paper introduces a criterion for test generation based on minimising the expected magnitude of
undetected errors. This criterion is used to develop a best strategy for testing, using the linear checks
approach. The detailed analysis is carried out for single unidirectional and bidirectional errors and for
multiple unidirectional errors. Specific results concerning the efficiency of the approach are given for basic
arithmetical and logical instructions, This approach may be useful in the field testing of hardware which
carries out data manipulation and in which small numerical errors can be tolerated; it may also be useful for

testing digital transmission channels.

1 Introduction

With the advent of VLSI and the corresponding drastic
increase in the density of gates on a chip, high-level functional
testing is one of the most viable approaches to the testing of
computer hardware, Two well known methods of functional
testing are signature analysis [1] and syndrome check sums
[2] . However, these methods have severe practical limitations,
mainly owing to the considerable testing time and the difficulty
in estimating the fault coverage.

Over the last few years, one of the authors [3—8} has
developed another approach to the problem of high-level
functional testing which, in many cases, gives better error-
detecting andfor errorlocating capability and, in general,
requires less testing time. This approach provides a method for
computing what are called ‘linear check test sets’.

The approach is based on partitioning the set of all 2"
inputs into blocks (test sets), such that under fault-free con-
ditions, the sumn of the outputs for all inputs within a test set
is the same constant C for every test set. The check as to
whether this is indeed the case constitutes the error-detection
method. Using several partitions, one can locate or even
correct errors. These partitions depend, of course, on the
function implemented by the device under the test.

Denote by f(x), the output corresponding to the input
dgnal x =(x,,..., x,) {x;€{0, 1}). For example, f(x} may

be the data stored in a cell with the address x = (x1,...,X).
" Let & be the group of all binary n-vectors with respect to
the operation ® of componentwise addition mod 2. The
method of error detection is then based on verification of a
linear equality check

Y fleer)—C = 0 foreverytei0,1,...,2" —1} (1)
€T

where T is a ‘check’ subgmup'in G, teT={ter|reT}is a
check set and C is a constant {(we are using the same notation
for a binary vector and its decimal equivalent).

For example, for a multiplier f(x)=f(y, z) = y2(y,ze
{ﬂ, L2 — 1; 2r=n}) [4], T = {[}3", {}"1?‘, Irﬂr, llr} (ﬂi=
a. i .a,ae{0, 1)), and we have the following check:

yz+yz+yz+yz = (27— 1)
where 7=y @ 17 is the componentwise negation of a binary
vector y.
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An optimal check set for the given function f(x) is the one
which minimises the cardinality |T| of T. Methods for con-
structing check sets with the minimal cardinality and deter-
mining a constant C for a given function f{x), implemented by
a device under the test, are given in References 3 to 6.

It should be noted that, when T is chosen to be &, the
check (eqn. 1) becomes the well known syndrome sum check
[1].

In the above approach, one can choose any element ¢ of the
set G/T of coset representatives of subgroup T in G for testing
byegn. 1 [3]. If eqn. 1 is satisfied for this ¢, one can randomty
choose another element of G/T and verify eqn. 1 for this new
value of ¢. The process can be stopped when an error is
detected or when one reaches the predetermined number of
test sets. (If R is the number of tests sets, then R|Ti is the

-testing time.)

Instead of choosing the sequence of elements of G/T at
random, one can choose them in a predetermined order, such
that those elements which are chosen first will detect the most
‘harmful’ errors. It is a purpose of this paper to investigate
this possibility.

The ‘harmfulness’ of an error e(x) may be measured by its
magnitude

le(x) = 1 f(x) — f(x)|

where f(x) is the value of the output under fault conditions

and f(x) is the fault-free output.

In this paper, we shall propose a method for optimal order-
ing of test sets which will maximise the expected value of
le(x)| for errors detected by a test when the number R of test
sets {testing time) is given. This method will be useful only in
the case when an output f(x) has intrinsic numerical value, and
errors in different components in a binary representation of
f{x} have different weights. We note that this approach, based
on maximising the expected magnitude of errors detected by a
test, is very similar to mean-square error-detection procedures
widely used in data transmission [9, 10].

We shall give a solution of the problem of optimal ordering
of test sets for the case of single symmetrical bidirectional
errors and single and multiple unidirectional stuck-at errois. It
is well known that many faults that commonly occur in VLS
circuits cause unidirectional errors [11]. Included here are
those faults that affect the address decoders, word lines, power
supply, read/write circults [12—17], and also single stuck-at,
cross-point, or bridging faults in programmable logic arrays

and bursty errors that are due to failures in certain storage -

devices {11}].
The approach described in this paper may be effectively
used for maintenance (field) testing. Its efficiency increases
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with the increase in a number of bits n. (The time taken to
generate the tests is proportional to 2%, but this represents
only a one-itime cost.)

In Section 2, we introduce an objective or ‘utility’ function
W(¢), which defines an expected value for the magnitude of
errors detected by the test set 1@ 7. In the optimal test
strategy, one chooses first 7eG/T for which W(¢) is maximum,
followed by the element of G/fT for which it has the next
highest value, and so on.

In Section 3, we derive explicit expressions for the utility
function W(¢) for single stuck-at errors, We also describe some
analytical properties of the utility function W(z) for single
stuck-at unidirectional errors, and estimate the efficiency of
our approach for testing basic computer instructions, both
arithmetical and logical.

Generalisation of the results of Section 3 to the case of
multiple unidirectional errors is given in Section 4.

Invariant properties of best test sequences and application
of the approach to bridging faults and input errors are discussed
in Section 3.

We conclude the introduction by pointing out the cases and
conditions where the proposed testing approach may be
efficient. The conditions are:

(g) where only input and output signals are available for
testing, such as may be the case when the device is a part of 2
flight control system

(b) where exhaustive tests, verifying every value of f(x),
cannot be implemented in a reasonable time

{c) where a low expected magnitude of undetected errors at
the output of the device can be tolerated, but where it is

desirable to detect errors in and protect the more significant
bits.

Some specific cases which come to mind ar¢ as follows:

(i) Testing of hardware for carrying out data manipu-
lation, where small numerical errors can be tolerated, but
where exhaustive testing is not possible because of time limi-
tations. An example is & navigation system whose very precise
determination of direction at a particular time may not be
crucial. Another example is when the output of the compu-
tation is quantised into a range of intervals, and as long as the
result is within a certain range, the action will be independent
of the exact value.

(i) Testing of complex systems having computer hardware
at the input and at the output connected by a digital trans-

mission channel ( f(x} = x).

We must make it clear that the proposed approach does not
apply to one of the most difficult-to-test part of a computer,
the control unit; this can tolerate no errors.

2 Basic: formulation

In this Section we define the utility function alluded te in
Section 1 and describe the test strategy.

Let || f(x)|| be the number of 1s in the binary representation
of the ouput f(x) (the Hamming weight of f(x)}. By definition,
n— || f(Oll is the number of Os. In a program or a device, the
presence of errors can corrupt any 1 into a O or vice-versa.
Suppose that, as a result of an error, f{x} is distorted to f(x).
The magnitude of the error in the computation of f{x),

le(x) = |f(x)—f(x)| (2)

will depend on the type of error. For example, an error in the
most significant {leftmost) bit may be more harmful than one
in the least significant (rightmost) bit. Therefore, on¢ may
choose a test strategy which tends to emphasise large |e(x)l.
However, although the impact of an error on f(x) may be
large, its probability may not be very high. Therefore, an
alternative strategy may be to choose those tests which
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emphasise large expected values £(x) of [e{x}|. That is, if p, 15
the probability of a certain error eeE(E is a set of all possible
errors), and this error results in an error e(x) in the compu-
tation of f(x), one could use

E(x) = ) le®)lp. (3)

cel

for constructing the test strategy; i.e. one can choose that
value of x for which £(x) is maximum, followed by the value
of x for which it has the next highest value, and so on.

To clarify the objective function E(x) for choosing a test
strategy, let us take a simple example of non-negative f(x),
which, for a certain value of x, is represented in the binary
formasf(x)=1 0 1 1 1 G

Let us restrict ourselves to unidirectional 1 - 0 single errors
and also assume that the probability of 10 is the same
for all 1s and is equal to p. For this case, the following Table
shows the various type of errors, their probabilities, and

the errors in f(x).

Tabie1l: Errors
Location of  fix) letx) Probability of
efrror arror
Bit 1 o o1 1 1 0 2% pl1 —p})?
Bit 3 10 ¢ v 1 0 23 pl1 —pi?
Bit 4 1 ¢ 1 0 1 0 27 plt —p)?
Bit 5 1 01 1 0 O 2! pl1 —p¥?

Therefore, the expected value of [e{x)|, resuiting from single
unidirectional 1 = 0 errots, 1s

E(x) = pQ—p)*(2° +2° + 22 +2%) = p(1 —pPf(x) (4)
In general, for single unidirectional 10 errors, and non-

negative f(x):

P _ AlF)
1__pf(1)(1 p)I e (5)

E(x) =

In the context of error detection based on linear equality
checks (see eqn. 1), instead of choosing E(x) as the objective
function for a testing strategy, one would choose the objective

function W(¢) defined by

W) = Y E(ter) teG/T . (6)

TeT

For the simple case of unidirectional single error 1 =0, for
f(x) = 0, from eqn. 5:

W) = 75 3 feen(—phteen! )

or, in view of eqn. 1,

for small p
(8)

(Here, we have added the subscript 1 to denote the multi-
plicity of the error, by which we mean the number of cor-
rupted values of f(x). This definition of multiplicity is natural
if ervors in f(x) for different xs are independent, for example,
when x is an address and f(x) is the content of the memory
location whose address is x).

W(¢) is the utility function mentioned in the Introduction.
In the best test strategy, one will first choose the check set
¢ ® T for which W(¢) is maximum, followed by a check set for
which W(?) has next to the highest values, and so on.

The basic problem is then as follows: Given the function
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f(x), the type of error {e.g. multiplicity, unidirectional etc.),
and the number R of tests ¢ @ T(#teGG/T), what is the best
sequence of tests BT =(#], #3...., tr)? The proposed
optimal strategy is to choose BT such that

W(rT) = max W(?) (9)
tels/T

W) = max wiey ((=2,....,R) (10)
te/T-{t%.... .1,

The effectiveness of the proposed strategy will depend upon
the variance in W(t) i.e.

Var W{f) = max W(r) — min W(2). (11)
t t

The greater the variance, the more effective will be the
strategy. This variance, in general, will depend on f(x}, the
number of bits n, in the binary representation of f(x), the
probability p of errors, and the multiplicity of errors.

We also note that the same approach based on maximisation

R

of T W(t;) {t;eG/T) may be used when one is given the
i=1

maximum expected value W of magnitude of undetected

errors, rather than the testing time R|7|. In this case, the

pumber R of tests may be determined from the condition

R
Y WH— L W) < W (12)

teG/T i=1

where £ (i=1,...,R) is defined by eqn. 10. In view of
eqn. 6, the condition (eqn. 12) can be rewitten as

R
Y. YE(ter)— ;1 W)

teG/T reT
R
= ) E@)— ) WE) < W (13)
e i=1

For exampie, for single unidirectional 1 — 0 errors and f(x) =
x {the case f(x)=x may be important for testing communi-
cation channels and storage), we have from eqn. 3:

P IItII“.R' *
Y t(1 —p) 2, W)

teGl—p i=1

._,._p_ no__ "o _ ayitl H_l_ < *
_l-p(z 1) 3 (1—-p) (!) E;W(fi]

i=(

|

R
@"-DQ—p)"p— LWE) S W (14)

where 7 is the number of bits in the binary representation of

f(x).

3 Single errors

In this Section, we derive the expression for the utility func-
tion for single errors (10 or 0~ 1), using the general
formalism of the preceding Section.

Let p be the probability of a 1 >0 error and g the prob-
ability of a 0= 1 error. These probabilities will be assumed to

be the same for every bit.
For f(x)= 0 for all xeG, the probability of a single 1+ 0
error in the binary representation of f{x) is

p(l __p]llﬂxlll*l(l _q)n-ilf{:}ll (15)
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Here the terms involving p represent the probability of a single
error out of || fix)l ‘1 locations’, and the term involving g
represents the probability of no error at (n—Jlf(x)ll) ‘O
locations’. There are || f(x)|| possible locations for 1 -» 0 errors
and the sum of |e(x)| for these locations is f(x). -

Similarly, the probability of a single 0 = I error is

g1 _q)n—lif{xﬂl—l(l _p)ilf(xill (16}

There are n — |} f{x)ll possible locations for 0 —+ 1 errors and
the sum of |e(x)] is 2" — 1 — f{x). Therefore, for non-negative
functions and single bidirectional errors (either 1 =0 or 0> 1),
the expected value of magnitude of an error in f{x} is

E(x) = p(l _P)Hf{xlll-l(l . q}ﬂ—llf{x}!lf(x)
+g(1 _q)n-ll Flx)|—-1 (1 __p]IIf{x}II{zn_ 1 —f(x}}

p

= (l—q)"(l_ fx)
P
4 _pm - f(x)}) ol TN (17)
1—gq
where
S S (18)
1—q

is an asymmetry of errors parameter. Thus, the utility function
for non-negative functions is

W) = (l—q)"[ P S f(r @ 7)alfEe
TeT

1—p

+ . ): 2" —1 —f(¢ 31,)}allﬂtmﬂll (19)
1—q rer

One can derive a similiar expression for negative functions,
S <0 for all xeG, where in the error-free case the sign bit
carries the value 1. For the representation of negative and
arbitrary functions (with both positive and negative values) we
use the additional sign bit (the ‘sign and magnitude’ represen-
tation). The probability of a single I - ¢ error is

P(l __p]lIAf{x}II(l __q)ﬂ-IIAf{J:}II (20)
where
Af(x) = [H(x)l (21}

A 1 -0 error at the sign bit location causes le(x)| = 2A4f(x).
For a 1~ 0 error at other locations, and there are ||Af(x)}}
such locations, the sum of |e(x) is equal to Af(x).

In the case of bidirectional errors (1 »0 and G- 1) and
negative functions the probability of a single 0 > 1 erroris .

q(l __p)liAﬁx}ﬁi-l (1— q}ﬂ-“.ﬂ.f{x}li-l (22)

and it can occur at any of n — | Af(x)|| locations. The sum of
le(x)] for all these locations is {2" — 1 — Af{(x)}. Therefore,
for negative functions and single errors (gither 1 >0 or 0= 1),
the expected value of magnitude of an error in f(x) is

Ey(x) = p(1 —p)! A1 — gy 1IN Af) + Afx)3
+ q(ll__p)llﬂf{xllllﬂ (1 __q)n—llﬁf{x}ll-l %
{27 — 1 —Af(x);

= (1 —q)" [3pAf(x) + qa{2" — 1 — Af()}Ja! 47!
(23)
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Therefore, the utility function for negative functions is

Wi = (1l—@)" {3p } Af(t © 1) ol AT @ )
reT

+qa ¥ 2" —1—Afren))alarceenil Q4
TeT

For an arbitrary function, where the value of f{x} may be both
positive and negative, one can obtain the utility function by
using eqn. 24 and a slightly modified form of eqn. 19. The
modification is required to reflect two extra features: (i) the
number of Os in the binary representation of f(x) is now
n—Rf(x)ll + 1 rather than n — || f(x)||; (ii} an 0~ 1 error at
the sign-bit location causes |e(x)| = 24f(x). The first feature
is incorporated by multiplying the first and second terms in
eqn. 19 by {1 — ¢} and the second feature is incorporated by
adding 2Af(t ® 7} within the bracket in the second term
(causing —f(z ® 1} to become + Af(¢ ®7)). Combining this
modified form of eqn. 19 with eqn. 24, we get the utility
function for arbitrary f(x) as

Wi@) = (1—q)" 2, [pa™'{1 +2sf(re 1)} Af(r 0 7)

TeT
+ g% — 1 + f(z @ 7)}] I ATCEEDIssftEOT)
(25)
where the sign function s is defined by
i) = Q, fixy=0 (26)
1, fix) <0

eqn. 25 can be programmed on a computer for a given f(x), p
and ¢ to calculate the values of the utility function W, (¢) for
various check sets 9 T, and then one could determine the
best R check sets corresponding to the highest R values of the
utitity function.

We will now give some general results showing the limi-
tations and the effectiveness of the basic testing strategy intro-
duced in this paper.

3.1 Symmetrical errors
For such errors, by definition p = ¢, @ =1. From eqn. 15,

Wi(t) = p(1 —p)y* 3 ({1 +2sf(onjAf(toT)

TeT

+ 2" — 1+ f(t & 1)}]

p(1 —p)*{iTI(2" —1) +2 ETA}“(I o7)} (27)

If f(x) = 0 for all x(sf=0) or f(x) <0 for all x(sf = 1), then,
from eqn. 1, we have:

Y Af(to1) = (—1)¥C {28)

Thus, for non-negative (or negative) functions,

Wi() = p(1—p)™{ITI(2" — 1) + 2(— )*C} = const
(29)

and all test sets ¢t ® T are equally good.
172

However, this is not the case for arbifrary functions,
Denote

| = 0
po < [fO T
0 s <o
0 fx) >0
f = 30
D sw <o G0)
Then

) = ff+7(x) Afx) = =) —F()

and, from eqn. 1,

LAf(reny =2 Y ffter)—C (31)
7T

TeT

Thus, we have for the utility function in the case of single
symmetrical errors and arbitrary functions:

W, (@) = p(1—p)(ITIQ" - 1)+4 Y freor)—20)
7eT (32)

Denote

K(t) = ZT fiter) (33)

It follows now, from eqn. 32, in view of eqns. 9 and 10, that
the best test

BT=(r},%,...) may be determined from the conditions

K] max K(z)

tec/T

K@) = max KOG =2,3,..) (38

teGiT-{¢7 .. tf ]

Formulas 27 and 32 can provide analytical solutions to the
problem of optimally ordering the tests for single symmetrical
errors. This is illustrated by Table 2, In this Table, check sets
T, utility functions W, and best sequences BT = (77, 13, ...)
(z7 €G/T) of the tests are given for some analytical functions in
the case of single symmetrical errors. The following notations
have been used in this Table:

BT =(ay,...,ax,¥) means that the best test sequence is

a1,..., 8¢, and after @ any sequence of remaining

elements of /T may be chosen in any order

x,v{0,1,... NLN = 2F —1

X X =4 1 » < g

Alx,a) =[ s(x—a) = 0 x> a

a x>4a

[a] is the greatest integer less than or equal to g

3.2 Unidirectional errors
For 1 —»errors, ¢ = 0 and eqn. 25 becomes

W@y = p 3, (1—py-areen,

TeTl
{1+ 25f(r @ 1)} Af(t @ 7)(1 — p)lATLEDN (35)
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For O -+ | errors, p = 0 and eqn. 25 becomes

i) =q ) 2" —1+ften)}ix
Tel’

(1—gq)" -lAf(t @I -2f(toT) (36)

The equations can be used to analyse the effectiveness of the
test strategy proposed in this paper for the case of unidirec-
tional errors. When the device or a computer program for a
function f(x) is highly reliable, (1 —p)=(1 —g}=1, W() >
const for all the check sets, and the strategy is not very
effective, As p increases, W{¢)s will tend to be widely dispersed
and the effectiveness of the strategy will increase.

To iHustrate the effectiveness of the strategy, we now
present analytical estimates of the utility functions in the case
of single 1 - 0 errors and basic arithmetic and logical instruc-
tions for selected check sets. These estimations were, in most
part, made for ref0, 2" '—2 2"-i) n-i 2" P41,
2" 4+ 2}(i € n) and are given in Tables 3 to 7. In the estl-
mation procedure, we assume that (1 —p)' =1 but that
(1—p)"=a+#1,

Thus, for a highly reliable device or program, 7 is restricted
to €n, for example, i =log,n. As an example, for a = 1/2,
p=00108 (n =64), fori=log, 64 =6,(1 —p) =094,

Before we discuss these Tables, for pedagogical reasons, we
provide below some details of the estimation:

@)f(x) = x,f(x) = x+1,f(x) = x— 1,xe{0, 1}*
For all of these cases, T={0", 17}, i.e. the check set consists
of x and X = 2" —x — 1 [4]. For f{x) = x, from eqn. 33,
Wi(@) = p{e(1=p)'"N + 2" 1 =51 —p)?" 171}
= ple(i—p) " + 2" — 1= (1 —p)* ")
As an example,
Wi2" 7 —1) = p{2" " = —py*~!
+(2" —2""(1 —p)'}
= pfan=ig+ (2" —n-iy)
=p2"{1+@—1nN2"*}

For f(x)=x, the utility functions for r=2"""—1 and
2"t =2, fori=logyn is about 1/g times moze than those for
=0,2" % 2%+ 1 277 + 2, Thus, the former two should
be chosen in preference to the latter ones for linear check
tests. However, for f(x)=x—1, t =2""" — 1 check set is no
longer desirable. f = 2™~ — 2 is desirable for all three cases.

(B)f(x,y) = x+y,f(x,y) = x—y(x,ye{0,1}")

For both these cases, T'= {0°", 1" };i.e. the check set consists

of x+yand x+y for f{x,y)=x+y,and x—p and x —y

for f(x,y)=x —y [4]. As an example, for f(x,y)=x+y,
W —2,2" 7 —)=p{2" -2+ 2"7 — g
+Q2*—1-2""+24+2" —1 2777 4+ 2)}
2p(2" T+ 2" g+ (2% 2* =20 =2 )
~p2" {2+ (@— 1)27 + 277y}

Here again, the ratio of maximum to minimum for the utility
function approaches 1/g when n—e and i=j=log,n. In
Table 4, expressions are given for the utility functions for
x+y.

For f(x,y) = x —y, one can derive an analytical expression
for W,. Recalling that x —y = —(x —y), from eqn. 35, we
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Table 3: Approximata values of the utility function for Ax) = x, x. x +
1.% + 1, x — 1 and single unidirectional errors {in units of p27), | = 21,
(1—p)P=a,i<n

t fix} = fixy=x+1, Fla)=x—1
flx)=x fix)l=x+1
a 3 1 a
27t 2 1+4{a— 137 1+ {a— 1)/ 1+1la—1H
27— 1+ (a—1)¢ 1 a
2R a+ (1 —alf 1 a
27%°t L a+ {1 —alf g+ {1-—a}f a+{1—alf
n-i ¢ 2 a+{1—alt a+{1—als a+{1—alf
W
§im midx l l _1.
i—+o Winin a a a
i—a{n)
have:

Wit,r) = p{(1 + 2s(t — )}t —r]
+ {1 + 25(t =) s —F[}(1 —p)i AN
— 4p|r—?‘|(1 ___p}IIA(t-T}”

Fort=r=0,W,=0,and forr=0,=2" —1,(|A(t =) =
n, Wy =p2**?gq The best check set is (2® — 1, 0) and the
worst one (0, 0) and the ratio of maximum te minimum for
the utiity function approaches infinity. Thus for f(x, )=
X —y, our testing strategy is very effective.

For f{x, y)=x—y, the utility function for r = 2" is,
within our approximation, the same as for £ = 2"/ — 2. The
same is true for r=2"7F r=2""14+1 and r=2""1+2,

- Therefure in Table 5, we have given utlht}r functions only for

tr=2""1—1 andZ""
() f(x,y) = xey,f(x,%) = xvy,f(x,)

= x Ay;(x,»)e{0, 1}"

(Symbols v and A stand for logical addition and multiplication,

respectively.) For all these logical functions, 7= L 1l L
1"07", 1"} [4]. For example, for f(x, ¥) = x v y, the check
set consists of points x vy, xvy,xv ¥, and X v . For these
functions also, W(2" 7' — 1, r) = W(2" " — 2, r) and W(2"™,
N=WR T+ 1, n=wR" +2, ). Therefure in Tables 6
to 8, we have given utility functmns only for ¢, r=2""%—1
and 27~ . However, W(r, r) depends on whether £ 2r. Once
again, the ratio of maximum to minimum for the utility
function approaches 1fa for f(x, y)=xey and x A p, but
approaches only (2/3 + 1/3a) for f(x,y)=xv y.

(d) f(x,y}) = xp;x,ye{0, 1}"

Here, as for logical functions, 7= {0**,0"1", 170", 1°*"} [4].
in this case (Table 9), {f{x, ¥)|| can be as large as 2n, the
expression for the utility function can have a term proportional
to @*, and the ratio of its maximum to its minimum value will
approach 1/a*.

In Table 10, we have summarised the results in terms of the
best tests t*eG/T and the corresponding values of the utility
function W(r*). In this Table, we also give the asymptotic
ratio of maximum W(z) to minimum W(z). For the ‘subtract’
instruction, our approach is most effective, followed by
‘multiply’. Also, its effectiveness increases as » increases or p
decreases.

We conclude this Section by pointing out that another
measure of the effectiveness of the approach could be the ratio
of max W(#) to W(¢) for a randomly selected teG/T (which is

the average value of W(¢)). This ratio will of course be less than-

that of max W(¢) to min W(z). For example, for f(x) =x,
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Table 5: Approximate values of the utility function for flx, y} =x —y
{in units of p2™*?} for single unidiractional errors; {1 —pl)" =a, L =
I—JM=1+ i j4<n

\ n zn-j._-l ZH-J" 211__1 2.11:___211"1' Eﬂ____zﬂ-j_ul
r -

0 0 at J a {1 —.J}
on-i__1 af |Li iLlea (1= 11—
gr-i { |Lla Ll (1—Ne (1—M)

(1 —J)a
{(1— M}a
{1 —Ma

Table 6: Approximate values of the utility function for flx, v} = x &y lin units of p 27+ 7] for single unidirectionat errors; (1—p¥i=a, L=f—J,
M=+ Jifn

t 0 277 — 1 2n-d
’ P<j i=] P> i< i=i P>
O 8 1+ {a—1)J 14+ (a—1)J 1+ (a—1W a+{1—alJ a+{1—alJ a+ (1 —ah/
on-i . 1+ {2 —1)/ g+ {1-3all a+{1—alL a—{1—allL 1+ {a—1IL 1+ {a— 1M 1+ (a— 1M
an-1 a+ {1—all 1+ ta—1}M 1+{z— 1M 1+ {1 —alL a+ (1—alM a+(1—allL a+ {(1—alM

ppeoxi ili i = in uni i idiracti ; (1—-pY*=a, 27 =1,
7. A mate values of the utility function for f{x, ¥y} =x V y lin units of p2™) for single unidirectional errors; {
Table ' 2= L=1—JM=t+ i j4n

t O 271 h-J

r i< i=j P> i< i=j P>

0 33 [t + 2a} {1+ 2a) {1 + 2a) 3a + {1 —all 3a+ 1 —all 3a + {1 —al!
+ {a—1)t + la—1)J + la—14J

' 1+ 2a)
n-i_ 4 1 + 2al {1 + 2a) (1 + 2a) (1 + 2a) (1 + 2a) {1 + 2a) (

? { + {a— 1)1 + [a—1}1J + {a —1)J + {a — 1)/ + {a—"1)L + la — 1)1 + [a— 1M

271 3a+ {1 —a})! (1 + 2a) {1 + 2a} {1 + 2a}) 33+ (1—a)M 3a + (1 —all 33+ {1 —3M
+ {a— 1M + la— 11/ —fa—1}L

Table B: Appr-u:inuta valuas of the utility function for flx, y}=x Ay lin units of p2") for single unidirectional erross;

2i=)L=1—J M=I+Lij<n

1—pii=g 278=1,

t 0 2n-i 1 on-f
r i< i=j P> i< j i=j P>
0 a 1+ {a—1)J 1+ {a— 1] 1+ {a—1)f a+i1—a)d a+ {1 —ald a+{1—alt
2R 1 1+ {a—1H i +ia—13 14 (a—1)J 1+ a—1){ 1+ (a— 114 1+ 1{a—H1)/ 1+ (a—1IM
gh-i a+ (1 —alf 1+{z—1M 1+ {a—1}4 1+ {a— 1 1+ {1 —alM a+{1—al/ a+(1—alM
Table 9: Approximate wlua;s of the utility function for flx, ¥} = xy lin units of p2°"} for single unidirectional errors; {1—p)t=ag,2'=127=J;
i, f%n
t 0 2n-i—2 2n-F 1 2n-f an-Jj 4 1 an-i 4 2
r
0 a a a a a a
i — 2 - *+ai1—alt
2h-i -2 3 1+ {8 — 1) 1+ (a— 1M a* +afl—all a® +all—al a
+ (gt —1)J + {a* — 14 + {1 —a*)J +{1—2a%)t + (1 —a" 1S
+{1+a—2a* Wt +{1—a*u —{1—-a* — O N —C. N
-1 — - — —a)t a+(1—a)d
21 — 1 a 1+ la— 14 1+ (a—1H a+a— 1 a+(1—a)
+{at — 1)/ +la— 10 + {1 —ald —C, M —C N
+{1—a*l s + {1—all + {a— 1}
qtr-i a g +all-—ald a+ {la—1)J a+i1—-allJ a+{1—allJ a+{(1—alls
+ {1 —3%)} + {1 —al!
— {1 —a*} 1t + la— 1S
n-iy g a at +al1 —alt a+ (1—a)d a+ {1 —aliJ a+ {1 —allt a+ (1 —alit
+ {1 —&°)J —
—C M
2"-i 4 2 a g +afl—a)l 2+ {1—alJ s + {1 —allJ a+ (1—alld g+ {1—2alld
+ 1 —a*)J -l
—CL
1—a%,ji>i+ 1 ,1_'&1‘.}; 1—a,j>i§ 1—a,f>i—1
c‘:"l- = o ; c‘l = ! C3 = 2 : Cﬂ = 2 s
1 +a— 2a%, otherwise 1 +a — 2a*, otherwise k1 — a*, otherwise 1 —a*, otherwise
1—a?,i>j+1 (1-a%,i>j (1 —a,i>f  fr—aii—1
c; — - ) ! J' C.;_ — C; — 2 - E4 e 2 .
1 +a— 2a, otherwise 1 + a — 2a* , otherwise 1 —a*, otherwise 1 —a?, otherwise
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from eqn. 14, the average value of W(z) is

L n- —1
p( —1) Zl(l—p}f( _ )=2'*(1~p12)”"p

A i
Therefore, for f{x) = x,

max W(t) 1+ {1 —p)" —1jflog:n
average W(t) (1—piH™~"

(37)

For p =0.0108, n = 64, this is equal to 1.38 as compared to

For negative functions, recalling that in the fault-free case
the sign bit has the value I, the probability of r(0<r<1)
errors is p' (1 — pylAT@I=r+1 When the sign bit is correct,

the number of possible locations of such errors is ("Af(x}"),
r
and the sum of |e{x)} in these locations is (;!Af{x}lll 1) Af(x).
r —

However, when the sign bit is corrupted, the number of
possible combinations for the remaining r—1 errors is

(Eif(x]ll —1

r—1

)f(x)

Therefore, the expected value of {e{x)| is

LGl — 1§ ’
o= (1 T o

(1 —p @ <IN (38)

Thus, the utility function for non-negative functions for
unidirectional 7 ~ ¢ errors of multiplicity I is

W) = ¥ faer)(d —p7¢e 7«

7T

I r

G o
y—

For l=n (mﬂdirecﬁnnal errors of arbiirary unlimited multi-
plicity), W,{) =p Z f(t ® 1) = pC, and all test seis are equally
TeT

good.
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| max i . Aflx
the value 2 for W()}{ min W(?) (" r}E l)ll)  and the sum of }e(x)| in these locations is
Table 10: Best tests; effectiveness of the testing strategy for various algebraic and logic functions a = (1 —pin, 1= 2-%. For best tests, J = log. R,
I =1/n
Instruction Function Best test Asymptotic value of
. max Withmin Wit)
t Pl W) :
Transfer x X on-{ _ o 1+ {la—11f t/a
Increase x x + 1 y L 1+tla—1H 1/a
Decrease X x— 1 2n-i_ g 1+ {a—1H 1/a
Logical multiplication xAy (271 —2,0) 1+ {a— 1M 1/
{AND)
Logical addition (OR) XV {2t —2,0) 1+23+la—1H 2{3 + 1/3a
 Exclusive OR Xay (2%-1—2 0) 1+ (a—1)4 1/a
Addition Xx+y (2" _2,0) 2+ ta—14 t/a
Subtraction Xx—y {27 — 27 ) 1—1 o
Multiplication xy {an-f_ 2, 2"-i _q) A+ (@a+a*t+(1—a* ) )2" 1/a*
4 Multiple errors |4f{x) A — 1
P _ ( + Af(x) (@=<IIAfx)N+1)
The formalism developed in the preceding Sections can be r—1 r—1 (40)
generalised for the case of unidirectional errors of multiplicity
l. The expected value of |e(x)| is therefore
i —
4.1  Unidirectional 1 = Q errors (g = 0) E(x) = ) IAf(x)I] +3 A -1 )
For f(x) 2 0, for all xeG, the probability of r(0 <r <) errors i = 1 r—1
in the binary representation of f(x) is p’(1 — p)eI =" The
. x| r
number of possible combinations of such errors is ("fi ) ) ( 4 ))Af(x)(l — pATEII+L o
1—p
and the sum of {e{x)| in these combinations is
(1=I<lAf(N+1) (41)

Thus, the utility function for negative functions for unidirec-
tional I = 0 errors of mudtiplicity 1 is

W (6 = 2 Af(zeny(1—p)ylA7aenil iz l("flf(f$’r}tl)
TeT r=1

r—1

+2("Af(1$1'}"_1)] ( p )" @)
r—1 l—p

One can combine eqns, 39 and 42 to get the utility function
for grbitrary f(x) as

W) = Y Af(ren)(l —p)arttenli+siitern)
TeT

A — 1
z‘: (l+sf(mf))(" f(ro)l )
r=1 r—1
Hf(rw(;w{mﬂu)] ( » ) “
r— 1 1—p

where the sign function s is defined by eqn. 26.
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For unidirectional 1 = 0 errors of arbitrary unlimited muiti-
plicity, 1<n+ 1, (recalling that the maximum number of
1 - 0 errors, including at the sign bit is n + 1, when f{x) has
positive and negative values), we have:

W, () =p Y {1+2(1 —p)sfiteniAfzer) (44

TET

and all tests are not equally good.

4.2 Unidirectional 0 = 1 errors {p = 0)
This case can be analysed in a manner similar to that of

Section 4.1. For non-negative functions, the expression for the
utility function can be obtained by replacing p by ¢, ([f(t e )
by n—If{t ® 7)ll and f(t® r) by {2" —1 —f(¢ @ 7)}. That i,
for non-negative functions,

W) = 2 2" —1—flenil—gr e
T€T

i (u—ﬂf(m)u-—l)(_i_)r
r=l r—1 1—¢q

(45)

Table 11: Utility functions when f{x]) is non-negative {¥ = 2" — 1)

_—

no. Type of error Utility function Wit}
1 Single unidirectional 1 — 0 P E fFlt o 71 {1 — pyIFLE @7l
1—P rer
2 Single unidirectional 0 — 1 1—q— z {nM—Flt e T} —gyn-lfrend
—9 TeT
3 Single bidirectionzl (p # g) (1—g)? p Z Fite ol BTH | 1 9 Z {N—Fiter)}alifteD
V=P rer — 9 jer
4 Single symmetrical (p = q) gil —g}"ITIN + 2C)
! r
NFlt el o)
5 Multiple unidirectionat 1 — 0 Y flraniil— pifczenl Yy _
TeT r=1i r—1 1 — R
raeny s {rIfEei=N g Y
6 Multiple unidirectional 0 - 1 Z {N—flter) H1 — g}k 87) Z 1 g
=1 r— -

TeT

Tahla 12: Utility functions when values of #{x} may be both positive and nagative {f|x] is representad in the sign and magnitude form; N =27 — 1}

ho. Type of error LUtitity function W {t)
i Single unidirectional 1 =0 2 Z {1+ 2sf(te r)}AFIte 7)1 —plAf(E el + sf(t @7}
T—8 or
2 Single unidirectional 0 — 1 g 3 N+ Ftenitt —gyr-ifdeni-si(ter)
TeT i
3 Single bidirectional {p # g} (1 — g} Z E{‘I + Esﬂtﬁf]}Af{tar} +q[N+f[tmﬂ}a"f”aﬂ“*sﬂrmﬂ
Tl &
4 Single symmetrical {p = g} p{1 —pl"{N]TI + 2 Z Af{t e T}}
T7eT
{
- NAF{t ® v} -1
5 Multiple unidirectional 1~ 0 Y Afiten(1 —ptafieenlsritern )3 {{1 +sfite —.-l}( )
TeT F=1 r—1
LAF(¢ & 7) 1
+sf[r$ﬂ( )}(—p—)
r—1 1—p
i
n— |AF(t @ 7}
6 Muitiple unidirectionat 0 — 1 z (1 —gyn-Af(t@T)||+1 -sF(L27T) Z 2{1 —sflt Ef}}( Af(t o)
TeT r=1 r—1
n—[Afltaril—1 n—Af{tes)|—1 v
+[( " )—{1—51‘(1‘@1*1}( ' )]{N—Af{tﬁﬂ}] (__f'_)
r—1 r—2 1—4
7 unlimited unidirectional 1 = 0 fo Z {1 +201 —pisfite ) }AFit @ 1)
reT
8 unlimited unidirectional 0 — 1 g MTI— Z {1—2sfit o r}}Af{t @1}
rel
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For errors of arbitrary multiplicity, this reduces to

W) =q 2 2" —1—f(ter) = q{2" — DITI—C}
TeTl (46)

and all tests are equally good.

For negative functions, since no corruption of the sign bit is
allowed, the expression for the utility function will be the
same as for the non-negative function, i.e. eqn, 46, except that
f(zr @ 1) is to be replaced by Af(t & 7).

For an arbitrary function, when the value of the (fault-free)
function is positive, the O in the sign-bit position could be
corrupted. One can analyse this possibility similarly to the case
of Section 4.1, and the resulting expression is

W;(f} — z (1 __,q}n—ﬂﬂf{tﬂ T+t ~sFit = T) ¥

el

! —Af(t e

3 {Z(I—sf(rer)}(" f(l " )Af(rer)

r=1 r—

A T
o

(n —hafc el - 1)] (2" — 1 — Af(r 1)} x
r—2
47

For errors of an arbitrary unlimited multiplicity, it simplifies
1o

g ¥ 2" —1+{1—2sf(ter)}Af(ter)
TeT

Wn+1(f)

I

4 [(z" —DITI— ¥, {1 —2sf(cen)iAf(ter)

Tel
(48)

and all tests are not equal.

For the convenience of the reader, we have assembled the
expressions for the utility functions for various types of errors
in Tables 11 and 12.

We note that the case of unidirectional 1 -+0 or 01
errors of an arbitrary unlimited multiplicity is important from
the practical point of view (see e.g. Reference 11). Comparing
the utility function for symmetric single errors (eqn. 27) with
those for unidirectional unlimited errors (eqns. 44 and 48), we
can see that the method of constructing the best test based on
eqns. 31 to 34 can also be used for unidirectional errors, and
best tests (¢1....,fr) for symmetric single errors and
unlimited uvnidirectional errors coincide. For example, all best
tests (BT) represented in Table 1 are also best tests for
unfimited unidirectional (1 =+ 0 or 0 = 1} errors.

L+) Properties of best tﬂﬁ, conclusions

In general, the best test sequence depends on the function
implemented by the fault-free device, and for certain functions
there is no best test sequence; that is to say, all tests detect
the same expected magnitude of errors. We have already
presented some results in the preceding Sections for various
types of errors and various functicns. In the following text, we
shall discuss some invariant properties of best test sequences.
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First we note that, for non-negative functions, it follows
from eqns. 7, 8, 39 and 45 that if ||f{x)|| = const, then for
single unidirectional and bidirectional errors and for multiple
unidirectional errors, W(f} = const and so all tests are equal.

We note also that, if f(x) is a Boolean function (f(x)e{0,
1}), then Z fren o ® M = T af(r@r)=0aC for any

reT

TeT
a, ¢ and 7, and for single vmnidirectional and bidirectional
errors, egns. 6 and 19 again show W(¢) to be a constant, and
all tests are equal.

For an arbitrary function (which has both positive and
negative values), if b # 0 is a constant, then, from eqns. 27, 44
and 48, for single symmetrical errors and unidirectional errors
of an unlimited multiplicity, the best tests for f(x) and 5f(x)
coincide (BT(f) = BT (bf)). This is not true, however, for non-
negative functions, since §f(x)| # Hbf(x)Il. We note also that,
for b#0, BT(f)# BT(b + f). For example, for single sym-
metrical errors, if f(x)=x-—1, then from Table 2 max

f
W (t) = W (D) and W (0) > W, (¢) for all ¢+ 0", 17, but for
f(x)=x, W(t) = const for all ¢,

The previous remarks show that there is no simple relation-
ship between best tests for f{x)} and its linear transform
af(x) + b(a, b are constants), but this is not true in the case of .
the linear {affine) transform of arguments over GF{2). 1n this
case, we shall introduce the following notations. Let o be an
(n x n)-binary matrix, nonsingular over GF(2), ox be a
product over GF(2) of ¢ and a binary ¢olumn vector x, ‘g’ be
some binary column vector and

¢(x) = flox @ a) (49)

Then, for any function f and any type of errors, if (17, . . ., #g)
is the best test for f, then (07! (i1 ®24),..., o '(tg @a)) is
the best test for ¢ or

BT(¢) = ¢ "(BT(f)®a)

Here ¢~ ! represents the inverse of ¢ over GF(2)). To prove
eqn. 50, we denote check sets for fand ¢ as Ty and T; uvtility
functions for f and ¢ we denote as Wy and W;. Then

We(f) = 2 E{f(ze1), 141t ® DI}

TETf

(30)

(51)

where £ is some function which depends on the type of the
errors (see Tables 11 and 12}, and

Y Efp(teq) || Aoz @ g)ll}

EET,,;;;

We(t) =

I

Y Elf(e(teq)ealllAffctoq)ea)ll} (52)

qeTy

Denote og =7, ot ®g=r. Since [7] Tr=0 'T,, we have,
from eqns. 49 to 52,

2 E{fren,lAftrenl} = W)

We(£) .
TEQ T¢

= W,{(ot ©4) (53)

Formula 50 follows now immediately from eqn. 33.

In the preceding sections, we have considered stuct-at
errors. However, the approach can easily be generalised to
other types of errors. For example, in the case of memory
testing, let f(x) represent the data in a memeory location (row),
whose address is x. Then, for OR bridging between corre-
sponding cells in the rows whose addresses are x and y, the
expected value of the resulting error in the computation of
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f(x)is

E(x) = ¥ HAx)vANI—Ax)p(x,») (54)
yels

where p(x, y) is the probability of bridging occurring, and v
stands for componentwise logical addition.
The corresponding utility function is, as before,

W)= 3 E¢tery =3 Y I(fiten)vi(y)
ez el veF
—fGenlpier,y) (55)

When bridging can occur only between corresponding cells in
neighbouring rows, 1..

p(x,y) =0 fory#Fxtl (56)
the utility function is
W) =p ;(I [feen)vfiten)+ )} —frer)
+ilftenviiten— 13l —faGenl) (57)

where p is the probability of bridgings between any neighbour-
ing rows. For a given function f(x), this expression can be
analysed to determine best iest sequences.

Similiar expressions can be derived for column bridgings in
memory and for cross-talk errors.

For input errors (e.g. wrong decoding of memory addresses),
instead of errors occurring directly in f(x), they occur in the
value of x, leading to an erroneous cutput f(x). The utility
function is given by

wie) =Y ¥ prlfien—f(Ter)l

el

(58)

where 7 is the corrupted value of the variable 7 and p, 7 is the
probability of this corruption taking place. For single bidirec-
tional symmetrical input errors, the corruption can occur in
any of the bits with equal probability, ie. p, =1 when
differs from ¢ in only one bit position; = 0 otherwise,

n »
Forthiscase, W()=p T X |f¢ter)—f(te0" 10" e
TeT i=1

)i, and for functions such as x, x+ 1, x—1,x+y,x—y,
xy, XAy, xvy, xeyW(t) is a constant, and all tests are
equally good.

In conclusion, in this paper we have introduced a criterion
for test generation based on minimising the expected magni-
tude of undetected errors. This should be contrasted with the
usual criteria, where the probability of undetected error is
minimised. This criterion has been used to develop a best test
strategy using the linear checks approach. The tests applied
represent functional tests, in that they are independent of the
internal structure of the device under the test. The expressions
for the utility function are easy to program, and for networks
of a practical size (where n may be in the region of 16 to 24),
the best test strategy can be determined in a reasonable
amount of computer time. The approach becomes more
efficient as n increases.

We note that the approach can also be used for testing the
software for computing numerical functions. In the case of
noninteger computations (f(x) is 2 real (noninteger) number
for some x), the linear equality checks represented by eqn. 1
have to be replaced by the inequality checks

fter)—Ci<e for every ref0,1,...,2" — 1}

(39
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where, as in egn. 1, T is a check subgroup in &, 1 ® T is a check
set, C is a constant and € 2> (0 is a small constant. (The check
eqn. 1 is a special case of eqn. 59 with € =0; methods for
constructing optimal inequality checks and complexity esti-
mations for these checks are given in References 18 and 19.)
For the linear inequality checks in eqn. 59 one can use the
same¢ approach for ordering the test sets as was used for the
equality checks in eqn. 1.

It is also easy to generalise this approach if the distribution
of errors in the bits of f(x) is known a priori andfor the cost
function for errors in different bits is given by the user.
Finally, we note again that this approach is useful for field-
testing systems in which small errors may be tolerated, and the
weights of errors in different components are different.
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