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, FRROR CORRECTION IN AUTOMATA WHOSE E_OME}%HTGRIAL PARTS
L}ARE REALIZED WITH THE HELP OF ORTHOGONAL ¢ a3ES EXPANSICQ NG 2
M. G. Karpovskil o UDC 6250 . B
' | | . s
A method is proposed for realizing an automaton by representing it excitation function in the form 3
of finite orthogonal series, as is an error-correction method for this type of automata, based on the
uce of a systermn of arithmetic codes, - v
1. A finite antomaton -.-.;hns.a siates and jnput signals are coded by binary strings of respactive h':ngth:.' m and ‘ t
k {s described by a system of Boolean functions (exdtat{nn functions) . _ _ | '.
bi# == NI, ...y L= a®, ., a™=h) (es 0, 1,004 m—1). | - *
tiere, x{), al}), apa' h(s) are the binary components of the code stings of the input aiénal and the states inthe
previous and present cycle, o - o S - 3
System (1) can be realized by presenting it in the form of an orthogonal serles [1-3], For this, w_e'lr,t:
. _. m—t A1 o Cmet ;-'_:. RN N :
RV ";‘4_—2 athgrt=1=4 - Z gingmir=tet be= -Zb“’ﬂ’““:’- . {2
Then, system (1) can he rcprasﬂntcd by the function - = -~ . S o
We extend "f{z)".”tn the piccewlse constani ®(z): B ;_M S &
S ..:"1 hﬂ-ﬂ '.‘17.'-".-*" - -
| () = f{8) rhen;é[ﬁ, o+ 1) @ F
and represent 2(2) in the form of a series | -
o)=Y esbslsh ® f
where {‘Pjiﬂ}} {s a complete system of basic orthogonal functions,
1t was shown in [1, 3] that 1t is desirable to choose, as the {;E-j(z)}, A system of walsh or nf"Ham funcrions, 50 :
hat series {5) would contain no more than ofl +K injrial terms, and the basts functions would assumne the vajues 0 :
and 1, or 0, +1, — 1. __-.
with this, expression (5) defines a method of realizing the combinatorial part of the automaton whose basic
advantages are as follows: | 3
1) the structure of the combinatorial part does not depend on the automaton, and is specified he forehand, the
minimization of complexity of the combinatorial part reduces to the minimization of the number of nonzero cotl- g
ficienws of serics (5), and can be solved by analytic methods, thus atinost completely eliminaung exhaustive tials £
1% o 3
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TABLEL _ © ‘-_}:;;'if;f_*?:.“:a’-*'_‘-_%.; 9) i1 is comparatively simple to golve the problem of sezking an optimal re-. |
T . . i géfinttion of the excitation function for par!iﬂll}_r_gictcrrn!ned dutornata (3% - i

- -
.

.crominaturizing the device and of realizing it on large -scale integrated devicesor . R
Got Gp | an | 1 | o2 : : o . . '

arl as | an | ar f @l by homogeneous structures;

aql as | ax i az a | . _' . _ B : I |

as{ 6o [ a3 | @] as | 4y arithmetic codes can be effectively used for error correction, making it .- -

ay| ar | s | a7} Go ~ possible to organize constant modular inspection in the system containing the com= ;" i

i a a ds | 45 , . .
ooey o . puter's arithmetic device,

g ()" (k¥ a7 as _ . _ . ) i S
azl @) @yl odrg o b \\‘ 9. We now consider the question of detecting and correcting errors in auto-
¢ tpata synthesized by the method described above, As in [4), we shall assume that * )
the input signzl is not subjected to the influence of errors.  Since the computation .~
TABLE 2 . . o . - : |
.  of the value of the excitation function {s performed on a summer (which computes *
Code for a . the sumn of series (5)), we shall use, for error-correcting in the automaton, an arith-
" metic (AN + {)-code [5, 6].

A0 ol g | o
S let the automaton A, to be synthesized by specified by a table (graph) of

transitions, and let A = { X, 11,'-‘-.'_._ i ﬁgnl_@l} be some partition of the set of its v

| 21: g ? ? input signals, We constract an automaton A), equivalent to A,, by decomposing
aa [ 01 1 1 0 eath state of A, into equivalent states such that Ay is found in each of its states
g:: ? E_: [1] only when the signals at its input fall into one and the ‘same block of partition A.
PR The states fn which Automnaton Ay can be found when the input signals belong to
fty li é " !I block X¢ will be calied Ag-attainable, The process of constructing redundant auto-
a1

maton A) from in{tial automaton A, s described In detall in [4], For correcting
errors in Ay, it suffices to code the Ag-attzinable (s =0, 1,..., ny—1) stares of
/ Ay by the elements of the corresponding (AN + s)-code for which the medulus A
TABLE 3 . provides the required correction capability, With this, the requisite redundancy for
" the given modutus A depends on the concsete features of the mapping realized by
| auwtomaton A, and, for any multiplicity of errors to be corrected, there exists a class
Sl O of automata for which correction of errors of the given multiplicity does not require
a | redundant memory elements (see the example below}.

Code |

I 0 A formal description of our method of correcting errors; the methods of choos-
|- 0 ing modulus A and of coding the states of the original automaton Ay the methods -
i:_ | i of finding an optimal partition A of the set of input signals; necessary and sufficient

conditions for the existence of automata correcting, by the method described, errors

of a given multiplicity, realizing a given automaton mapping and having a given
memory size; as well as methods of constructing the decoding device—all these
can be obtained analogously to what one does in realizing the combinatory parts of automata by the usual
methods of Boolean atgebra {4, 7l | .-

Example. Consider automaton A, with the transitions shown in Table 1 (here, 3; (i =0, 1,,.., T and x; (I =
0.1 2 3) are the internatl staies and input signals for Ap). We assume that A, s realized by binary elements and
that it is necessary to detect single errors, Optimal for the given automaton is, for example, the partition for which

A= {hg, Ay Aa} and Xo = {xg, X3}, My = {xa}, X0 = {x,}, (nx = 3. |

Automaton Ay coincides with Ay, For the delection of a single error in the given case we can el A=3; the
coding of the states is given in Table 2. In the given case the detection of a single error would not require Increas-
ing the mermory size. The coding of the input signals is given in Table 3. The values of funciion f{2), which is con-
vructed by Eqs, (2)-(4) and which corresponds to the system of excitation functions for the given coding, is given in
Table 4, llere are given the binary codes of the coefficients in the expansion cpfq-) (p=01,,,.,m+ k-1 a=1
Zoe... 2P am = 3, &k = 2) corresponding 1o the piecewise constant #(z} rcf., (4)] with a Haar basis [1] (with cp':qj be -
rzreoresented by function ofr), where v = oP .+ q--1), Asis obvious from Table 4, for the computation of the values
of the automaton's excitation function with single errors being detected, it is necessary, in the given case, 10 store

1 nonzero coefficients of which enly 6 are pairwise distinct,

1523

: - S . @) the block diagram of the device réa'fliiin'g the automatsn contains stanﬂard—l'__'f-' L
£a] x| ='| m | .- Dblocks for the computing devices, which simpli_ﬁes'its realization, increases it leyes """ .- 0"
el of engineering sophistication and, in particular, increases the possibilities of mi- - S
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3, The block schematic of the realization of the automaton whose excitation functions are synthesized in ac. .
-_ cordance with (5) contains a generator of the basis functions {¥(2}, a block for the storage of the coefficients ey,
and an adder (for computing the preducts ¢;¥i {z) a multiplying device ix not required since, for any z € [0, 2m+k,
and any £, ¥;{z) €{0, 1} or P3(z) € {0, +1} for the bases in question). The automaton's memory elements can be  °
; combined with an adder of the accumulating type if summation of tezms of the series is performed serially in time, |

L LR T R S T . —,

With this, the complexity of realization of an automaton is basically determined by ‘the complexity of the
block storing the coefficients, which it is natural to treat as a monotonically increasing function of the number of
1. nonzero ceefficients. In connection with this, in order to decrease the number of nonzero coefficients, one can use
! the methods described in (1] for cdmpletely specified automata, and the methods described in [3} for partially speci-
i fied automata, * - |
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The use of arithmetc codes makes 1t possible to correct errors buthli_n the adder jtseif and in the block of co-

O efficient storage,

Fusion of the automaton memory with the adder on which one computes the sum of the serfes makes {t possible {
‘o employ, for error-correction in the dutomaton, methods which are not based on the use of arithmetic codes,

The coefficients ¢ of serfes ¢(5) are computed by the formula

o
b
1 :h'l‘ﬂ"l_.i . . ) f
T ¢ = "2"';'_-: D{2)P:(2). ) S L {6) |
Pl ] '
The binary codes of the coefficients and the numbers occurring n the summer have integral and fractional
patts, and afier completion of the computation of the excitation function the fractional part of the number in the
accer must equal zero, This makes it possible to detect errors, comparatively simply and effectively, in the corre- = |
sponding A{A s m + k) bits of the SUMMEr, or to correct them by rounding up to the nearest integer the magnitude _
of the sum after the end of the computation. Because of this, it is desirable to use the arithmetic code only for core i;
recting errors in the digius of the integral parts of the coefficient codes and in the corresponding digits of the summer,
However, 10 detect errors in these digits one can use the overflow signals of the adder and the values of the sign bit :
after completion of the computation of the excitation functions, . ;
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