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UTILIZATION OF AUTOCORRELATION CHARACTERISTICS

~-fOR.THE REALIZATION OF SYSTEMS OF BOOLEAN FUNCTIONS

M. G. Karpovskii and £. §. Moskalev ‘ - _UDC 681.325.6

The class of autocorrelation characteristics of Boolean functions is considered. Questions are discussed
concerning the utilization of these characteristics for the synthesis of clrcuits realizlng systems of -
Boolean functions and the estimation of their complexity. !
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' 1. The solution of a number of problems atising in the synthesis of circuits realizing systems of Boolean func-

tions and in the estimation of the complexity of their realization in various bases may be obtained relatively simply- .-

by the analysis of the autocorrelation characteristics of systems of Boolean functions. A method is described in [1]
{ar solution by means of one of the autocorzelation characteristics of the problem of an optimal method ufnrdanng
the arguments of a sysiem of Boolean functions from the viewpoint of the simpliciry of reatization of this systera la.
i cxpansion in an orthogonal series in the system of Haar functions. In the present article we consider an entire
class of autocorrelation characteristics of a system of Boolean functions and also consider questions nf the. utllizat[nn
of these characteristics in the synthesis of circuits realizing systemns of Boolean functions.

2. Let there be gwen a syste.m of Boolean functions in the form of Table 1.

Table 1 defines k comb functions
y.‘.‘ﬁf(r) (I‘ :0, 1,-;1.1..?1:'—" 1)' I :Jrr
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The, autocorrelation modulo’ 9 fupction of the Boolean functions Y; (%) defmad in Table: J- ot of the comb func-
tmm {1) is the comb function By {7) (v = ¢.2°M, . ., 1-27T, defined in the following way:
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;-—-ﬂ r=9 j=0 x=0 {
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(llece and helow a©b and the notation mod p at the right of an expression signifies the componentwise difference
modulo p of vectors in the p-ary representation of the numbers a and b):

For k = 1, i.e., far one Boolean lunction, the autocorrelation modulo 2 of the lunction By, (1) differs from the
ordinary autocorrelation function only in that in its calevlation by formula (2} in place of ordinary subtraction, sub-
teaction modulo 2 is used. A deeper analogy between autocomelation modulo 2 and ordinary autocorrelation of
functions [ollows from Theorem 1, formulated below. W

L]

l We complete the comb {functions y}(x} up to piecewise- constant functions Yj{x} in the fﬂllﬂwing Way: .

- .' 3
}rj(-’:) — If; (I} for e [f2 m (i -1- 1)2-rﬂ]_ . : (3)
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\ TABLE 1

' Xa Xy M *m-1 s th e !.Fk_l.

. We expand futther.each of the plecewise-constant functlons Ti(x} tn an:u;tﬁﬂgunﬁl Haﬂémachﬁi-_Wﬁ!sh serfes' |
, [2]. The [-th coefflclent ¢ | of the expansion of Y (%) In a Redemacher~Walsh terfes Is caleulatad in the followlng
_ : L Lo Lo e T '

way: | | . . S _
. "'--"qu : _ o '
where W.(x) Is"a functlon in the Rahemachéhw;ﬂsﬁ basis.

. ) __1___|..i.';.-___-q-. . i 'l. . .- . - - ) A i . o o - o
The numbﬁr_uffyggms-ﬂf this series is always fInlte and does not excead 2M, The s:quanc’: of coefficients of
the serles Is a comb furietion, We complete ot - - ' '

Theorem 1. . f'a‘}

"
-\-'1.

j=0 |

{_'I‘hE:prD-{)f Is given in [1].}:

.!r"'.
- P

it 10 plecewise-constant, ‘aiialogously to ¥ (xh and denote it by W] yi}.

~Theorem 1 establishes the connection between the au_tuéc;rrﬂiatiun moduto 2 function, dafined by (2}, ..B.Illd..lhﬁ -

expansion of the inltial functions y;{x} in the Rademnacher-Walsh basis, and defines 2 method for calculating B, (1)
different from {2). : - 2,2

It follows from (2) and (4) that the autocorrelation modulo 2 differs for k = 1 ffcrm th
tion function in that it is not connectad with the initial function '
e Rademacher-Walsh transform.

e ordinary autocorrela- .
}'_;{x) by the discrete Laplace transform {3] but by

Ex:tmpEIr: 1. A system of two Boolean functions y,, y, of the four arguments Xo, X,, Xz X3 the functions w{)rj}‘
and (W {yj}jp . and the autocorrelation modulo 2 of the function Ba o{r) are presented In Table 2 |

| d. Let us consider the question of ilslng the aumcnrrelatiﬂn.mudulﬂ_-‘z'af_'the: fuﬁction By »{T) 1O simplify the
'ealization of a prescribed system of Boolean functions. A method is described in {1] for reali‘zing a system of Boo-

k—1
an funcri ' ige- 1 ' ] :
ctions, based on the piecewise-contihuous function }"(;1:) — E }’j(r) 24 inan orthogonal series with

J=1

“le ny 1 : ' iz ; ;
mber of terms. The block diagram of the device realizing Y(x} consists of the basis funetion generator,

LRI Y i inli I
- nsion coefficients storage block, a multiplier, and accumulater for calculating the surn of the series. It is use~ -

'.:.:I [l-l . H M T h *
- *]fe the system of Haar functions as the basis functions, since the basis functions generator is very simply
ll;.:'{l - a [ -
- ¢ and the need for the multiplier drops out. It follows from (1) thatthe form of Y{x), and therefore the num-
- rnnzero coefficients of the seri i [ i
seriesdepends onthe method of ordering the AL[UMENTS (Xg Xy4 - .., Xp-). [0 this

o ten . . .
[ etien the problein acises of the optimal ordering of the arguments for which the number of nonzero coefficients

enes is minimized. In [1) a more general problem s solved of finding the optirnal llnear module 2 nonde-

e transfo * = '
. rm of the veetor of arcuments x = (x,, x,, ... Xin -} for which the number of nonzete coefficiants

:LriL'S t It i ™ i
' ts minimized. The problent of seeking such a transform reduces essentially 1o finding the maximumof
rerelation modulo 2 of function B, H{r). |

-

N lizatlon
-!Irlh ’ 1 E
, cd system of Boolean funcrions by means ef expansion inorthogonal saries, but also In the realization

Chol Bootlean functions in the classical bases "AND, OF, NOT,™ "AND, NOT, sum mod-2," etc

.!5{: ‘ ] ] -
of the autgcorretation module 2 of the funcrion B (1) is useful not only to simplify the rea
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Let us consider the question of using-B,, ,(7) to simplify the reallzaﬂnn of a prescribed system of foolean funce .-

tions, for example, in the batls "AND, OR, NOT." As the cnmplexity critecion of the system of Boolean functions

h—i - L . :
(1) we take the number N, {y}_L Hz (17;), whete Nzt}r_?} Is the number uf nc-m;-:dered palrs {x{’} {% nf merg[ng

=D

vectors of arpuments of the glven function y;(x), L.e., such palrs of vectors of the arguments that }r](x“}} =Y (x“}:- 0
and x“}ﬁ x? =(0,,.010...0), mod 2(s =1, 2,...,m). This criterlon and a similar crlterion for ﬁmctluns In
-_-_..'.._--'

S -

-multivalued logic are used here only as the criterion of cnmplexlty of the system of Boolean functions itself, but not.

as the criterion of complexity of the circuit realizing [t. This criterion No{y:)} is used, in pamcuiar, in[4, 81(in
these publications this criterion for the function yi(x) is called the sum of weights of the produciive functions y, (x)
with respect to the variables x,, Xy, ..., Xm-1}. An experimental test of tais criterion shows that in the majority of
cases . eflects fairly simply the complexity of the circuit realizing }r}{x) In particular, it can be shown that the

. 4 2m+i
number of nonintersecting pairs of merging vectors of the arguments is equal 10 2 -l/ Na{y;) for almost all
m

functlons y;(x} of m arguments {i.e., the fraction of functions for which this pmpnsitinn [s valld tends to unity as

2m+1 g .
m— =), Consequently, at least ?1 Nz(y;) constltuents of unity of the function yj{x} are cm{med by
1 D+t N . - -
7 No(y;)  implicants of length m— 1, - - }
m :

Let us comsider the set & of linear modulo 2 nondegenerate wansforms of the vector x = (Xp Xy, « - -, Xery-1 )
Let g = ol ¢ & be a nondegenerate m x m matrix over GF(2). Then a device realizing the glven system‘y‘;{x)
(=0, 1,..., % 1) will be constructed in the form of the block diagram given in the figure, where ¢ is 2 block

realizing thr:. linear transform of the argument z = o ®x (the symbol ® and the notation mod p to the right of the
expression denotc the product of matrices over GF(p)), y{0) is 2 block realizing the function . defined by the relation

gy {g @ x} = y{x),mod 2, | - (3)
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gy Here and further y, }.(u} are k-element vector Boolean functions, and
2 . : :

. y(x) is defined by (1}, | |
e | Tt can be shown that the block o may be realized ior any g by not

:

N\ [nteger not smaller than a,) Therefore the tﬂmplemt}r criterion for the block

i

Al g 40 ﬂpt[mal nondegenerate lnear transform of the arguments r.:EB fnr whlr:h the quantlt}r NE(}:(G)}
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Ny (y19) = min Np(5);  mod 2. Lo e e
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N Y g s
g = fpygjly where 135 € {o, IH} (b j=0,1,....m=1). We put
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~seorem 2. Let ‘“_ y ' . - B
— , _ . : ] - . D

£ max Bz z(T)—- B, 2(:r),r

1T |3==0

TR

Then

. and b-e,lﬂw ! T{p is the dﬂtermmant of T over GF{p), E is the unit matrix.}

Theorem 2 gives a simple method for finding the optimal linear transfonn of the arguments 5. For this we | |
. construct the autocotrelation function modulo 2 and find m linearly !ndepandant references over GF(2) suchthat
_,im of values of B, ,{7)} [n these references be maximal, These m references can be found in the following re-

ent way. If i references (i = 0, 1, 2, ,m—1) 7y, Ty - .., Tj- Nave been found then the {I+1} st teference T Tt
vind from the condition |

B, (1) max By, (1),
TEL{

e L is the set of all linear modulo 2 comblnations of vectors 00.....0 Toe Tir ooy Fioge The 'ﬁ,. Ty eere Tt -

T

ereby found from the column T. The matrix of the nptimal transform is found from T by means of formula (8}.°

For the example considered aboveNy(y) = 4

— T () .
e OO
[SCA e QS A -
Qo
{

t111
01141
001 0y
0100 -

e T wii B e B

I
The functions }Fﬂ{ﬂ.), )’1({}) are given in Table 2, where Nz{y'ﬁ)] =

Thus, if k = 1, then in the Boolean function }rfu By ,(T¢} constituents of umt}r can be merged b}r the 5+thargu-

n1, which in the general case leads to a simpler re atization than for the initial function y. Thus, for example, if
W(To) = By o(7)) = = By o(¥;) = N, where N is the nunber of constituents of unity of the initial Boolean function
it can be shown thﬂ as m— « the complaxity of the circuit realizing }'{N}{Lw} )} it bounded b)«' the {I‘Jaﬂtlf}’

O

e pois the most complex two-input element of "AND," "OR." o S

-4
L)~ g

{1f’J-

| . more than °/,m Jm/log, n[— m adders modulo 2. (Here ]af denctes the neafesf

; y
fpute will be taken to be the complexity of the function y(o), fie,, N (y({@)) “Lét'us consider the' o

(8) .

a® T =F mod2. . T o (3}
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TAGLE Q The method described above. for finding the ﬁprlmal linear traisform

| . of arguments o by means of the analysls of the antocorrelation functlons
Xo o [ - Xy v By, | v By, o{7) was programmed on M-20. The corresponding program centalns about
<20 instructions and for a system of five Boolean fum:tinns of 10 arguments
o 0 | 1 B t - It takes not more than 5 min. to find .
0 1 | ¢ 0 1 | - -
? ﬁ 1 g | 4. Let us extend the method considered above for finding the cptimal
] ;
h : : 8 1 ; linear transform of arguments to the case of p-ary {p pr[zjqe) logle. |
| é g g..“ g é Assume Table 1 prescribed k functions of p-ary logle. We construct
2 { 4 0 0 antalogously to (1) the functions ¥;(x) (j 0, 1. sern k 1}, putt[ng
2 2 1 |, 6 0 . Lo
. {1l
. " s ——-Z pr"f‘l ' . (21
N :
"\ T i={
N

| The autccorrelation functmn mﬂdulﬂ p of the system of p-ary logle fum::t[nns is the. functinn EP p(ﬂ. defined
(n the {ollowing manner; \ !

il

A

AN

. k—1 1—p—M

\. _
BP- 2 2 yJ{I) . " | - *
fti—p—m . o . (12)
Bp,s (¥) = 'S 2 ysfx)y;(-ref)---y;(refe’re---er)r mod p -
.8 . I=0 - xT==p T

.‘P‘"“l

| (T%—D}, mod p.

As the criterion of cnmplﬂxtt}r of the system of p-ary Iugu: functions {analﬂguusly to the functlons nf bmary
h 1 . - -

ogic), we take the number Np (y) = ZI NP y;), whera NP {y;) is the number nf ﬂnardered sets c-f p vectors {xm

. j=0

x(2 o X(P) of the, arguments f-::-r the fum:tinns y}(x) such that- }r]{x(l)J }'_q{xﬁ}) .
={0... [}lﬂ we@modp _

s

- yj{fo}) = 0 and x{"Dax(i-1

= 3,..,8).

(s
We shall realize the p- ary loglc function, as before, in the form of the block diagram of the flgure, Gnly

here 05 €40, 1,...,p—1} and the block o are realized by adders modulo pur !'I"nc.n as bcfore the pruhlcm arises
of finding o for whlch NP(}'{“J} attains a minimum, |

1, 2,...,?’:-'1; i=2,

LE:ET=II1-U-II {rEjE{ﬂ.-l,...,p—l}; ] = 0, 1,}..,1':1—1}'. We put - L 1 .
. ' m—1 m—i - o S ,. _ _ - T - - ' : " .
Bop(T)=Y Bop( Y wipt). ] :
= = -
1 b |
Then, analogously to Theorem 2, it can be shown that if R _
Ny max B Ty= il L - - B
_ ITI PP( )= PP( ) _ o (14)
then L
3T =EFE, modp. L {15)
1 247 |
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| TARLE 4 ‘ Formula (15) gives & methed for {lnding tha optimal n=ar transform of tha
’s T | ergumerts for a system of functions In p-ary loglc. '
x It, r : |
| v wa ] %) Exrmple 2. Consider the case p = 3 (Table 3),
Y { G : Wa have
(;J { 0 A .
) 4 |
| .i o h : e i1 L= 1t2
S U B AN ! o1’ = “Tloglir -
: 2 0 | q '
I I T I O - Ny (g9} =2,
: 8 {) 4 0 |
1 g ﬂ i D“i ‘ -
.,i 0 4 3 0 . 9. Letus generalize the concept introduced above of autocorrelation func- -
! 3 tions moduio p. We shall constder the class {BP gl of autocorrelation functlom
\ defined in the following way: ’
| N
i k1 fimp— 0 ‘- | 5
ppl) =, Uy (.z:}yj(zer}...yj_{zere-:e.uetl. mod p, ©(18).
j=0 x=p _ o . | I B
\.. : - L 1 -
i Here we shall consider that p =q, si.nca forp <q \ ' | - - o
f:’r'f?.q(T]“;Bp.P(‘T) (Tﬁorphmw--vi'—'f-’__m)- K . an.

The functlon BP- qf-r) is the c:mss-cc-rrela_gl_gn function of q successivae shifts of the initlai Funct!dm madule p,

The most important functions in the class {Bp, ot for practlcal application are the functions {Bp, & and, in

articular, for m = 3, Bn,2 and B, where n is the number of references on which the function is prescribéd, The -

retlon By 2 coincldes with the cyclic autocorrelation function, while y{x) € {0, 1} (Sherman codes {7D or y(x)
1, ...,pt } (Frank codes [8]), .

Forthe autocotrelation functions modulo p of the functions By, » there exists a connection with the {nitial
=ion y(x) in terms of the corzesponding spectral transforms, analogous to the Walsh or Laplace wansforms. -

-~
o

let us consider the system of Chrestengnn functions {x;ip}} v defined for arbitrafy fixed prime p thus;

) | m—1 . m—1 '
2=}z k=Y kprt, T
== re={} : | N ;
(P) 2n Q9
P4 (I:}z Exl}(-——i -Trl"fr) . :
g =

e system of functions {xk':?)}is complete, orthogonal, and forp = 2 colncides with the sy:stem of Walsh
) .mT-.m functions {Rk{w} are complex functions of the real varlable and form a group of characters of the -
¢ -dimensionat p-ary vectors, i.e., there exists an isomorphism [2] between the multiplicative group of

-

et . " : , ,
. 4 Ef]tWI‘SE addition modulo p. This makes it possible to realize a system of p-ary logic functions by
oansion in orthogonal series in the Chrestenson basis, analogous to the realization of a systemn of Boolean

¥ expansion in a series in Walsh and Haar bases,

tcewicn. | . . _ o
ise-constant function obtained by completion of the sequence of coefficlents of the expansion of .

P
P basis {31 (P}) is denoted by K(P}{}’j}v and the complex-conjugate function by x{P){y;}. "
4 _ e VY S
: Bpa(t)==pmi ¥ " o0) {30 {4} o@0) (17} - . (29)
| =D

O |

¥

1
-~ e e e e e . I — I —— I

B Y R Jmm:ﬂ_;ﬂf:m E-l"

E

!

%' =.|!':i. {P}} (k=0 - 1 i—p M d th 0 T .
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For p «< 2 Theorern 3 s the generalization of Theorem 1 and glves a method for calculatlog p, of7) ©0700 ot
from (16).

Thecyclle aurocorrelation function By 5 can be used to mlnimlze the numbar of discontinulties {ﬂ s ()| of
the Boolean function

Ay(2) [= ) (¥(2) —~ y(z©1)), modn, T ey

L] ;l_‘lzﬂ -

'."'

which can, for cﬁamplc. lead o 2 simplification of the realization of y(x) [n 2 threshold basle,

As belore, wﬁ shall agsume that the circulr realizlng y{x) s constructed according to the block dlagram of the
flgun: except that the block o realizes a linear transformation modulo n of the arguments. Then the optimal linear
ransformation modulo n 0, for which IﬂYE:U}I attalns a minimum, c2n be deflnzd from the relation

‘1.} i
where R
N . I!l- ) . . . .1 . - ] ] -
- o - L (29
RN ng(r)—*maxﬁ'n g('l:) - - o c T
. ' y i T+0 L ' '

This relatlon always possesses a ‘solution for the highest common divisor (7, n = 1 and, in pacticular, If n {s

prime (since 1 < n), . R

Example 3. n =11, I&.}f{x}}"ﬁ T"'T U‘ Iay{”)(:-:}]: S If

Thus we have cnnsidﬂred here the class of autocorrelation charactertstics of systems of Iogical functions. ‘The
connections between these characteristics and the spectral Walsh and Chréestenson transforms for the inirial Ingical )
functions are exhibited. Methods are proposed for solving the problem of. de.term[mng the aptimal nondegenerate
linear transform of arguments both for systems of Boolean functions and for systems in multi-valued logic. The pro-

posed methods are based on the analysis of various EU[{)CDHEIEIIDH characteristics of the prescribed system of logical
functions,
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