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Abstract

The adaptive and active nature of fault based side-
channel attacks along with the large arsenal of fault in-
jection methods complicates the design of effective coun-
termeasures. To overcome the unpredictability of fault at-
tackers protection methods based on robust codes were pro-
posed which can provide uniform error detection against
all errors eliminating possible weaknesses in the protection.
In this paper we evaluate and compare the error detection
properties and hardware overheads of architectures based
on robust, partially robust, and minimum distance robust
codes for both public and private key cryptosystems.

1. Introduction

Fault based cryptanalysis is one of the most powerful
types of side-channel attacks. Unlike other forms of side-
channel attack fault based attacks are often active and hence
adaptive. The adaptive nature combined with the vast arse-
nal of fault injection methods and techniques available to an
attacker complicates the design of secure devices.

To prevent fault attacks, redundancy, in the form of error
detecting codes is often added to detect and react to errors
and attacks. Most of the proposed system level protection
methods make assumptions about the expected faults due to
an attack. Typically these methods have been based on the
use of linear minimum distance error detecting codes such
as parity or Hamming codes. These codes concentrate their
error detecting power on errors of a low multiplicity.

However, it has never been proven nor argued that it is
sufficient to only detect a particular subset of faults or errors
to prevent a fault attack. The spectrum of available fault in-
jection methods and the adaptive nature of an attacker sug-
gests that it would be possible to bypass such protection by
injecting a class of faults or errors which the cryptographic

device has not been anticipating. Considering even only in-
expensive non-invasive or semi-invasive fault attacks, there
is a wide spectrum of the types of faults and injection meth-
ods an attacker has at his disposal [2].

Robust codes have been proposed as solution to the lim-
itation of minimum distance error detecting codes for de-
tection of fault injection attacks [8]. These nonlinear codes
are designed to provide equal protection against all errors
thereby eliminating possible weak areas in the protection
that can be exploited by an attacker. Several variants of ro-
bust codes have been used to protect both private and pub-
lic cryptographic algorithms. These variants allow several
tradeoffs in terms of robustness and hardware overhead for
many architectures. Robust, partially robust, and minimum
distance partially robust codes have been used for the pro-
tection for both private [7] [8] and public key cryptosystems
[6].

In this work we compare the error detection characteris-
tics and hardware overheads of the previously proposed ro-
bust codes and robust architectures. We also propose a new
type of robust codes, the minimum distance robust codes,
which combine robust properties with the minimum dis-
tance of traditional linear codes. We compare the proper-
ties of the proposed codes with fault simulations on a lin-
ear sub-circuit of the Advanced Encryption Standard (AES)
and a multiplier as the exemplary sub-blocks for private and
public key cryptosystems respectively.

In the next section we summarize the variants of robust
codes. In Section 3 formalize their designs and propose
constructions for minimum distance robust codes. Sections
4 and 5 we compare the different protection methods for an
AES sub-circuit and a multiplier.

2. Definitions

A qualitative summary of the main properties and char-
acteristics of the main types of robust codes compared to a



classical linear code are presented in Figure 1 and Table 1.
As shown in the Figure and Table, a main characteristic

of traditional linear error detecting codes is that they con-
centrate their error detecting power on a small subset of er-
rors which are assumed to be the most likely to occur or
most likely to be injected by an attacker. Typically, such
codes concentrate their error detection on errors of a small
multiplicity. They are designed to guarantee detection of
all errors with a multiplicity less than d. Error detection
beyond the minimum distance of the code is typically not
a part of the design criteria and can be unpredictable and
ineffective. While for some classes of errors the codes pro-
vide 100% protection, for a very large class of errors linear
codes offer no protection for all messages. For any q-ary
linear systematic error detecting code of length n and di-
mension k there are qk undetectable errors. Linear codes
have the largest kernel (denoted by K), or rather the set of
undetectable errors, of any class of systematic codes with
the same n and k.
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Figure 1. Error detection profile of a robust
and linear code

Robust codes are designed to provide for a guaranteed
level of detection against all error types and classes. The
characteristics of an error profile of a robust code are shown
in by a solid line in Figure 1. These codes are character-
ized by their error masking probability Q(e), which is the
fraction of codewords that mask each error.

Q(e) =
|{c|c ∈ C, c + e ∈ C}|

|C|
. (1)

Definition 2.1 The code C is robust with respect to its
error-masking probability iff maxe 6=0 Q(e) < 1 or equiv-
alently the kernel of the code only contains the zero vector
K = {0} .

The codes are considered optimum when the maximum
Q(e) for all errors is minimized. For a robust codes the error
masking probability is bounded for every class and type of
error.

Robust codes have no undetectable errors. That is, the
kernel of a robust code is just one element, the zero vec-
tor. Traditional robust codes do not have a minimum dis-
tance larger than one and are typically not mean to guaran-
tee 100% detection probability for any subset of errors. The
error detection is as uniform as possible for all errors. A
possible variant of the traditional robust codes is to include
a minimum distance into the design criteria.

Definition 2.2 Let ||e|| denote the multiplicity of an error
e. A robust code where the Q(e) = 0 for all errors where
||e|| < d is a d-minimum distance robust code.

Minimum distance robust codes are fully robust codes
but also have a minimum distance larger than one. Since
these codes are robust they have no undetectable errors and
the worst case error masking probability is bounded and
predictable. However, unlike traditional robust codes they
also provide for a guaranteed 100% probability of detection
for a predefined class of errors. Such codes can be useful for
providing the highest protection against the most likely or
most dangerous threat while maintaining a detection guar-
antee in case of an unexpected behavior or attack.

size of
kernel K

max Q(e)
e /∈ K

min.
distance

linear qk 1 d
robust 1 q−r 1
partially robust qk−r q−r 1
min. dist. par-
tially robust

� qk � 1 d

min. dist. robust 1 � 1 d

Table 1. characteristics of good systematic
(n, k)q codes

For some applications the error characteristics of robust
codes can be considered too pessimistic. Variants of robust
codes which fill the gap between the optimistic linear codes
and pessimistic robust codes are possible. Partially robust
codes and minimum distance partially robust codes allow
for a trade off between robustness, encoding complexity,
and overheard.

Definition 2.3 A systematic (n, k)q code with a kernel
smaller than qk is a partially robust code. If the code also
has a minimum distance greater than one it is referred to as
a minimum distance partially robust code. (For a code C,
kernel K of C is defined as K = {c|c ∈ C,∀c′ ∈ C, c′+c ∈
C}. If C is linear K = C.)

Partially robust codes reduce the number of undetectable
errors while preserving some structures of linear codes



which can be exploited to build efficient prediction hard-
ware that generates redundant bits of a message. Like lin-
ear codes, partially robust codes still have undetectable er-
rors (hence they are not completely robust). The number
of undetectable errors is reduced by many orders of magni-
tude. For practical partially robust constructions the num-
ber of undetectable errors can be reduced from qk to qk−r

compared to a linear (n, k)q code [9]. The probability of
masking for the errors that are detectable is bounded as in
robust codes.

For partially robust and minimum distance partially ro-
bust codes two parameters are used for characterization, the
size of the kernel and the maximum probability of masking
for errors not in the kernel (see Table 1).

We next show constructions for these codes.

3. Constructions

3.1 Robust and Minimum Distance Ro-
bust Codes

A systematic robust code can be defined by the non-
linearity of its encoding function. The nonlinearity of the
function can be measured by using derivatives Daf(x) =
f(x + a)− f(x). The nonlinearity measure can be defined
by (from [4])

Pf = max
0 6=a∈GF (qk)

max
b∈GF (qr)

Pr(Daf(x) = b) (2)

where Pr(E) denotes the probability of occurrence of event
E. The smaller the value of Pf , the higher the correspond-
ing nonlinearity of f .

Theorem 3.1 ([10]) Let f be a function with nonlinearity
Pf that maps GF (qk) to GF (qr) where k ≥ r, the set of
vectors resulting from the concatenation of a, b : {(a, b =
f(a))} where a ∈ GF (qk) and b ∈ GF (qr) forms a ro-
bust systematic error-detecting code where maxe 6=0 Q(e) ≤
Pf ).

Example 3.1 (Robust Parity) The code C = {(x, f(x))}
where x ∈ GF (232) and f : GF (232) → GF (2) is a
perfect nonlinear function with Pf = 0.5 defined by f(x =
(x1x2...x32)) = x1x2 + x3x4 + ... + x31x32, is a robust
error-detecting code where Q(e) ≤ 0.5 for any error e.

We note that for unidirectional 0 → 1 errors where
w̃ = w ∨ e where w̃ is a distorted value for w and ∨ is
a componentwise OR operation we have for robust parity
codes Q(e) ≤ 0.5(1 − 2−||e||) for any e ( where||e|| is the
number of ones in e).

Minimum distance robust codes for algebraic errors can
be constructed by appending a nonlinear signature to any
systematic minimum distance code.

Theorem 3.2 Let V be a systematic (n, qk, d)q code and
let f : GF (qk) → GF (qr) be nonlinear function with non-
linearity Pf . The code

C = {(x, φ(x), f(x))|(x, φ(x)) ∈ V }, (3)

where φ is the encoding function for code V , is a
(n + r, qk, d) minimum distance robust code where
maxe 6=0 Q(e) ≤ Pf .

Proof Appending extra nonlinear bits does not change the
minimum distance of the code. Any error which will affect
only the redundant bits of V will clearly be immediately
detected. Any other error will be detected by the robust
code. The robustness R of the code follows from Theorem
3.1.

Example 3.2 (Minimum Distance Robust Parity) The
code C = {(x, p(x), f(x))} where x ∈ GF (232), f :
GF (232) → GF (2) is a perfect nonlinear function defined
by f(x = (x1, x2, ..., x32)) = x1x2 + x3x4 + ... + x31x32

and p(x) is the linear parity function of x, is a d = 2 min-
imum distance robust error-detecting code. For this code
Q(e) = 0 when ||e|| = 1 and Q(e) ≤ 0.5 when ||e|| > 1.

Similar constructions of robust codes, presented above
for algebraic error models, can be extended to provide pro-
tection against arithmetic errors. Interestingly, the same
non-repetative quadratic form used as the encoding function
used for protection of algebraic errors can also be adapted
for robust detection of arithmetic errors. We consider arith-
metic errors that are modulo additive and |e + x|T is used
to denote operations modulo T .

Theorem 3.3 Let x = x1 + 2tx2 + ... + 2(s−2)(t)xs−1 +
2(s−1)(t)xs, where xi ∈ Z2t , s is even and st = k be an
output of a arithmetic device. Let f(x) = |x1x2 + x3x4 +
... + xs−1xs|p where p > 2t is a prime. The code

C = {(x,w = f(x))} (4)

is a robust code with respect to additive errors e =
(ex, ew), ex ∈ Z2k , ew ∈ Zp where c+e = (|x+ex|2k , |w+
ew|p), c ∈ C. The maximum error masking probability for
the code is bounded by maxe 6=0 Q(e) ≤ 2−t+1

Proof Let the error ex = e1 + 2te2 + ... + 2(s−2)(t)es−1 +
2(s−1)(t)es For a fixed error e assume, without a loss in gen-
erality, that at least one component of the error (say e1) is
nonzero.

1. when e1 + x1 < 2t, e2 + x2 < 2t, for a fixed xi, i > 2
the error is masked iff

|e1x2 + e2x1|p = |E|p (5)



where E is a constant that is a function of ew, ei, xi

where i > 2. For any constant E, the number of
values of x1 and x2 in this range that will satisfy the
above error masking equation for a fixed E is at most
min(2t − e1, 2t − e2). Since the constant E can be
generated in 2t(s−2) ways by selecting all possible val-
ues of xi, i > 2 the total number of messages that can
mask an error in this range is at most

R1 ≤ min(2t − e1, 2t − e2)(2t(s−2)). (6)

2. likewise when e1 + x1 < 2t, e2 + x2 ≥ 2t, for a fixed
xi, i > 2 the error is masked iff

|ex1x2 + (e2 − 2k)x1|p = |E|p (7)

For any constant E, the number values of x1 and x2

in this range that will satisfy the above error masking
equation is at most min(2t− e1, e2). The total number
of messages that can mask an error in this range is at
most

R2 ≤ min(2t − e1, e2)(2t(s−2)) (8)

3. when e1 + x1 ≥ 2t, e2 + x2 + 1 < 2t, for a fixed
xi, i > 2 the error is masked iff

|(e1 − 2k)x2 + (e2 − 1)x1|p = |E|p (9)

and thus

R3 ≤ min(e1, 2t − 1− e2) ∗ (2t(s−2)) (10)

4. when e1 + x1 ≥ 2t, e2 + x2 + 1 ≥ 2t, for a fixed
xi, i > 2 the error is masked iff

|(e1 − 2k)x2 + (e2 − 1− 2k)x1|p = |E|p (11)

and thus

R4 ≤ min(ex1, ex2 + 1) ∗ (2t(s−2)) (12)

Summing the four different cases, the number of mes-
sages that can mask the error e is therefore

4∑
i=1

Ri ≤ 2t(s−1)+1 (13)

The same analysis can be performed when any com-
ponent of ex is assumed nonzero. When ew is the only
nonzero component the error is always detected.

Example 3.3 For the code from Theorem 3.3 where k = 64
and t = 16, s = 4, all arithmetic errors are detectable and
Q(e) ≤ 2−15 for all nonzero e.

3.2 Partially Robust and Minimum Dis-
tance Partially Robust Codes

Theorem 3.4 Let f : GF (qr) → GF (qr) have nonlinear-
ity Pf and let l : GF (qk) → GF (qr), r ≤ k be a linear
onto function. The set of words in the form (x, f(l(x)))
form a partially robust code with qk−r undetectable errors.

Proof By Theorem 3.1 the set of words in the form
(l(x), f(l(x))) forms a robust code of length 2r. For this
code the only undetectable error is the zero error. Since l is
a linear onto function it maps qk−r words from GF (qk) to
the r-bit zero vector. Hence the code with words in the form
(x, f(l(x))) has a total of qk−r undetectable errors.

Example 3.4 (Partially Robust Hamming) The code C =
{(x, (Hx)3)} where x ∈ GF (232), H is a 32 by 6 encoding
matrix of a shortened (38, 32) Hamming code, and the cub-
ing operation is over GF (26) is a binary partially robust
code with the number of undetectable errors |K| = 226 and
maxe/∈K Q(e) = 2−5 .

The construction of Theorem 3.4 can be extended and
adapted for arithmetic devices where k = 1 and errors are
additive. In such devices the modular reduction (mod p,
where p is prime) operation can be used as the linear func-
tion of Theorem 3.4. Similarly to where k > 1, the partially
robust codes over arithmetic errors can be shown to reduce
the number of undetectable and bad errors over linear codes
with the same parameters by a factor of p.

Theorem 3.5 The code

C = {(x, w)|x ∈ Z2k , w = f(x)} (14)

where r = dlog2pe, p is a prime, and f(x) = |x2|p is a
function with perfect nonlinearity is a partially robust code
with respect to additive errors e = (ex, ew), ex ∈ Z2k ,
ew ∈ Zp where c+e = (|x+ex|2k , |w+ew|p), c ∈ C. The
nonzero error masking probability Q(e), for an error e is

≤ 2−k(d2k/pe+ 1) , ew 6= 0
2−k((2k − ex) + (ex/p)) , |ex|p = 0, ew = 0
2−k(ex + (2k − ex)/p) , |ex|p = 2k, ew = 0

(15)
where there are

2kp− 2b2k/pc errors of the first type
b2k/pc errors of the second type
b2k/pc errors of the third type

(16)

Proof Under additive arithmetic errors. An error e =
(ex, ew), ex ∈ Z2k , ew ∈ Z2r distorts a message m =



(x,w) into an erroneous message m̃ = m + e = (|x +
ex|2k , |w + ew|p).

The properties of the codes can be derived by analyzing
different cases depending on the value of x + ex

1. For x + ex < 2k we have |x + ex|2k = x + ex and
f(|x + ex|2k) = f(x + ex) = |x2 + 2xex + e2

x|p. In
this case e = (ex, ew) is missed for message x iff

|e2
x + 2xex − ew|p = 0. (17)

(a) If ex = 0 (mod p), then (ex, ew) is missed iff
ew = 0. Each error where |ex|p = ew = 0 is
masked for 2k − ex messages in this range.

(b) If |ex|p 6= 0, then (ex, ew) is missed iff |x|p =
| ew−e2

x

2ex
|p, 0 ≤ x < 2k − ex. There are at most

d(2k − ex)/pe such messages for each (ex, ew).

2. For x+ex ≥ 2k we have |x+ex|2k = x+ex−2k and
f(|x + ex|2k) = f(x + ex − 2k) = |x2 + e2

x + 22k +
2xex − 2x2k − 2ex2k|p. In this case e is missed iff

|e2
x + 22k + 2xex − 2x2k − 2ex2k − ew|p = 0. (18)

(a) If |ex|p = |2k|p, then (ex, ew) is missed iff
ew = 0. The error where |ex|p = |2k|p, ew = 0
is masked for ex messages in this range.

(b) If |ex|p 6= |2k|p, then (ex, ew) is missed iff

|x|p = | ew−(ex−2k)2

2(ex−2k)
|p, 2k − ex ≤ x < 2k.

There are at most dex/pe such messages for each
(ex, ew) in this range.

There are thus 2b2k/pc errors of class 1(a) and 2(a).
These errors are considered “bad” since their error
masking probability may be close to one. The number
of these errors is reduced by factor of p over a linear
code.

Many classical constructions of nonlinear codes are par-
tially robust minimum distance codes. They have a mini-
mum distance but have much fewer undetectable errors than
linear codes. Such codes can even be perfect with respect
to the classical Hamming bound.

The first nonlinear perfect code was constructed by
Vasil’ev in [16] and was generalized by Mollard in [12].
We first review the basic construction of Vasil’ev code.

Theorem 3.6 (Vasil’ev [16]) For x ∈ GF (2n), let p(x) =
wt(x) mod 2. Let V be a perfect not necessarily linear
Hamming code of length n = 2r − 1 with k = n− r infor-
mation bits. Let f : V → {0, 1} be an arbitrary mapping

such that f(0) = 0 and f(v) + f(v
′
) 6= f(v + v

′
) for some

v, v
′ ∈ V . The code C defined by

C = {(x, x + v, p(x) + f(v))|x ∈ GF (2n), v ∈ V } (19)

(where + is over GF (2)) is perfect.

Theorem 3.7 Vasil’ev code is a (2n + 1, 2n− r, 3) ia par-
tially robust code with |K| = 2n and maxe/∈K Q(e) = Pf

where Pf is the nonlinearity of f , and K is the kernel of the
code, and n = 2r − 1.

Proof Let H be the check matrix of V . An error e =
(e1, e2, e3) where e1, e2 ∈ GF (2n) and e3 ∈ GF (2) is
missed if and only if H(e1 + e2) = 0 and f(v + e1 + e2) +
f(v) + p(e1) + e3 = 0. The errors can be divided into four
classes as follows.

1. e1 = e2 and p(e1) = e3, the error will always be
missed. The number of errors in this class is 2n;

2. e1 = e2 but p(e1) 6= e3, the error will always be de-
tected. There are 2n errors belonging to this class.

3. H(e1 + e2) = 0 but e1 6= e2, the error masking proba-
bility depends on the nonlinear function f . In the worst
case, a specific error will be masked by Pf · |V | code-
words, which can be easily derived from the property
of nonlinear functions. The number of errors in this
class is 2n+1 · (2n−r − 1)

4. H(e1 + e2) 6= 0. The error in this class will always be
detected. The number of errors is 2n+1(2n − 2k).

Theorem 3.8 For x ∈ GF (2a), let p(x) = wt(x) mod
2. Let V be a [n, k] not necessarily linear Hamming code
with r = n − k redundant bits. Without lost of generality,
assume that the first k bits in any codeword are information
bits. Denote by v = (y, z), y ∈ GF (2k), z ∈ GF (2r) the
codewords of V . Let f : GF (2k) → {0, 1} be an arbitrary
mapping such that f(0) = 0 and f(y) + f(y

′
) 6= f(y + y

′
)

for some y, y
′ ∈ GF (2k). The code C defined by

C = {(x, (0, x) + v, p(x) + f(y))} (20)

where x ∈ GF (2a), 0 ∈ GF (2n−a), 0 ≤ a < n, v ∈ V
is a (a + n + 1, a + k, 3) code with |K| = 2a, and
maxe/∈KQ(e) = Pf .

Other constructions of perfect nonlinear codes with have
small kernels can be found in [13][14][15][3][5]. Using
the switching constructions, perfect nonlinear codes can be
constructed with a kernel dimension of one. The maximum
Q(e) for these codes, however, is close to one.

Example 3.5 Let a = 6 and V be a [31, 26, 3] perfect Ham-
ming code. Select f to be the same nonrepetitive quadratic
function as described in Example 3.1. The generalized
Vasil’ev code from Theorem 20 is a (38, 32, 3) partially ro-
bust code with |K| = 26 and maxe/∈KQ(e) = 0.5.



4 Robust Protection of AES

For comparison of error detecting characteristics and
hardware overheads for robust architectures for private key
cryptosystems we use a sub-circuit of the Advanced En-
cryption Standard [1] which is one of the most used sym-
metric key algorithms and has been the target of numerous
fault injection based attack campaigns. As in most private
key algorithms, AES involves bitwise operations over small
fields and the algebraic error model is most often observed
and used in analysis. We use a sub-circuit of a typical round
of encryption and compare architectures based on codes and
constructions defined in Section 3.

4.1 Hardware Architecture for Robust
AES

The datapath of a typical round of AES-128 consists
of four main transformations: SubBytes, ShiftRows, Mix-
Columns and AddRoundKey [1]. The SubBytes transfor-
mation involves two operations, inversion in GF (28) fol-
lowed by a linear affine transform. All of the transforma-
tions are defined for at most 32-bit operands and the 128-bit
datapath of a round of AES can be divided into four in-
dependent and identical 32-bit data streams. For the test
circuits we used the linear transformations of a 32-bit wide
portion of a typical round of AES. The circuit consists of
one MixColumns transformation and four affine transfor-
mations. It is completely linear and can be implemented
with 217 XOR gates.

We compare six different protection methods : lin-
ear parity, robust parity (Example 3.1), linear+robust par-
ity(Example 3.2), partially robust (x, (Hx)3) code from Ex-
ample 3.4, Hamming code and a partially minimum dis-
tance robust code based on Vasil’ev code (Example 3.5).
Each code protects one 32-bit linear block.

Extended Output

Redundant 
Hardware

Figure 2. General Architecture

The general architecture utilizing error detection codes
to protect devices against fault analysis attacks is shown
in Figure 2. In addition to the original device, two extra

blocks, the predictor and the error detection network (EDN)
are needed. The extended outputs are codewords of the er-
ror detection code. The predictor predicts the redundant
outputs from the inputs of the devices. EDN is used to ver-
ify the integrity of the output data. By selecting an appropri-
ate error detection code and implementing the correspond-
ing predictor and EDN, the desired level of error detection
capability can be achieved.

Table 2. Hardware Overhead of Architectures
predictor EDN overhead(%)

linear parity 31 32 30%
robust parity
(Example 3.1)

185 32 100%

min. dist. robust
(Example 3.2)

196 64 120%

Hamming 253 80 153%
gen. Vasil’ev
(Example 3.5)

292 116 188%

(x, (Hx)3)
(Example 3.4 )

432 266 322%

The overheads of each of the implementations are sum-
marized in Table 1. The table lists the number of two-input
gates required for each implementation and the overhead
compared to the unprotected implementation. The linear
parity requires very little overhead due to the parity pre-
serving nature of the linear operations. For this sub-circuit
of AES, the parity of the inputs is equal to the parity of the
outputs which results in a compact parity predictor and a
30% gate count overhead. The robust parity implementa-
tion requires the prediction of a nonlinear function of the
output and results in a larger overhead. Despite the larger
overhead, the error detecting network is the same size as
for parity. The implementation which combines the the
linear and robust parity into one implementation requires
slightly more hardware in the predictor and 32 more gates
in the EDN compared to robust parity. The implementa-
tions based on Hamming codes, generalized Vasil’ev codes
and (x, (Hx)3) codes require much larger overhead due to
the fact that more redundant bits need to be predicted. The
overhead of the scheme utilizing generalized Vasil’ev code
is slightly higher than Hamming implementation because it
needs to compute one nonlinear redundant bit. Finally, the
scheme based on (x, (Hx)3) code requires more than 300%
hardware overhead because the predictor and EDN needs to
implement a cube operation in GF (26) in addition to the
matrix multiplication in GF (2).

4.2 Error Detection Analysis

To illustrate the error detection characteristics of robust
codes and their variants we first show results of exhaustive



simulations comparing the error detection ability of codes
with smaller dimensions.

Figure 3 shows the percentage of errors e that are masked
as a function of the the error masking probability Q(e)
where the number of information bits is k = 8. Linear
parity code has the largest portion of undetectable errors
(50 %). For robust parity code, all errors are detectable
with a probability of at least 0.5. The code with both linear
and robust parity bits can detect 50% errors with probabil-
ity 1 and all the others with probability 0.5. Generalized
Vasil’ev code, (x, (Px)3) code and Hamming code have
Hamming distance 3 and can detect all single and double er-
rors which are most probable in practice. The first two have
much smaller portion of undetectable errors than Hamming
code due to their robustness. For generalized Vasil’ev code
nearly 90% of errors are always detectable. (x, (Px)3) code
can detect only 50% errors with probability one, but it can
detect another 45% errors with probability 0.875.
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Figure 3. Error Distributions for codes with
k = 8

The experimental results of fault simulations for the lin-
ear sub-circuit of AES protected with the above six different
codes are shown in Figure 4 and Figure 5. Single stuck-
at faults were injected into the original and predictor por-
tions of the corresponding six designs. Due to the linear
function of the AES sub-circuit the faults tend to manifest
themselves as repeating errors at the outputs. It is shown in
[11] that robust codes have better detection characteristics
in channels where errors have a high laziness or probability
of repeating themselves. Thereby, robust and minimum dis-
tance robust codes are expected to have better performance
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when faults stay for several consecutive operations.
For each of the architectures the probability of not de-

tecting a fault at least once decreases as more outputs are
observed. Due to the large kernels of the linear parity
and Hamming codes and the structure of the circuit based
on these codes, about 30% of single faults result in errors
which are undetectable. As shown in the Figures, the prob-
ability of not detecting at least once a fault after eight mes-
sages approaches 30% for both architectures.

Robust codes have no undetectable errors and partially
robust codes reduce the number of undetectable errors over
linear codes. For the robust and partially robust codes the
probability of not detecting a fault at least once is much
smaller than linear codes.

We note that protection methods aiming at only increas-
ing the Hamming distance of codes do not bring big im-
provement for the error detection probabilities as compared



with schemes based on codes with distance 1 or 2. The
architecture based on Hamming code is only a little bit bet-
ter than that based on linear parity code and is much worse
than the one based on robust parity code in terms of fault
masking probability when several consecutive outputs are
observed. The reason is that most of single stuck-at faults
will result in single errors or affect an odd number of out-
put bits, which can be detected by linear parity code. If
faults do manifest themselves as errors with high multiplic-
ities, Hamming codes still do not have benefits due to the
large number of undetectable errors and the disadvantage
of detecting repeating errors compared with robust codes
or partially robust codes. Thereby, we claim that to fur-
ther increase the fault detection capability, robust codes and
partially robust codes with minimum distances are better
choices than linear codes with higher Hamming distances.

5. Robust Protection of Multipliers

The multiplier is a basic building block for many pub-
lic key cryptosystems. Due to the arithmetical nature of the
devices and operations the arithmetical error model is most
often observed and used for such devices. We use the mul-
tiplier to demonstrate and analyze the error detection prop-
erties for arithmetic errors in architectures based on robust
and partially robust codes (from Theorems 3.3 and 3.5).

5.1 Hardware Architecture for a Robust
Multiplier

The general hardware architecture of a multiplier pro-
tected with the robust and partially robust encoding method
are shown in Figure 6. Both of the architectures consists
of the regular multiplier, a predictor circuit (shown inside
a dotted box in the Figure), and an error detecting network
(EDN) (shown in the dashed box in the Figure).

For the partially robust architecture based on the code
from Theorem 3.5 the predictor performs multiplication
(mod p) followed by a squaring operation modulo p as de-
picted in Figure 6. The reduced operands of the predictor
can be assumed available from previous computations or
easily recomputed in the predictor. The error detecting net-
work consists of a modulo p reduction step of the output fol-
lowed by a squaring operation, also modulo p. The squaring
and redundant multipliers in the predictor and the squaring
operation in the EDN are performed on r = dlog2(p)e-bit
operands.

The overhead and the protection level for the multiplier
can be selected by the choice of the modulus p. For most
applications a r < k is used and the overhead of the archi-
tecture can be made less than 100%.

The architecture is comparable to the classical linear ar-
chitecture with the addition of a squaring operations modulo

X ^2 mod p

mod p

^2 mod p =

a b

x=ab error

pa ||
pb ||

px ||

X

QF mod p

QF mod p =

a b

x=ab error

X

Figure 6. General architecture for a (a) par-
tially robust multiplier and (b) robust multi-
plier

p in the predictor and the EDN. The hardware complexity
of the squaring operation is of the order of O(r2), or com-
parable to a multiplier. The squaring operations thus add
a significant additional overhead compared to a linear ar-
chitecture. The extra overhead is acceptable in some appli-
cations since the robust architecture will have fewer “bad”
errors than the linear architecture with any r where “bad”
errors are considered those that are missed by more than
50% of messages. Increasing the redundancy or rather p in
the linear architecture will only reduce percentage of bad
errors but the overall number of them will not change.

For the robust architecture based on the code from The-
orem 3.3 the predictor performs multiplication followed by
the computation of the non-repetitive quadratic form (QF)
modulo p. The computation of the quadratic form de-
pends on the selection of t and s (see Theorem 3.3). The
quadratic form requires s/2 multiplications modulo p as
well as s/2 − 1 additions modulo p. The error detecting
network computes the quadratic form of the output of the
original multiplier and a comparison of the signature of the
predictor.

A hardware overhead comparison of the linear, robust,
and partially robust architectures is shown in Table 3 for
a multiplier with k = 64 bit output and 32 bit operands.
The table assumes a O(m2) (where m is the size of the
operands) hardware complexity for a multiplier and a pes-



simistic O(m2) complexity for a the modular squaring op-
eration. The table also shows the theoretical number of bad
errors and probabilities of these bad errors for the codes
with the parameters.

Table 3. Comparisons for a k = 64 bit multi-
plier

Linear Partially Robust Robust
r 16 16 16

overhead 25 % 75% 200%
# of bad errors ≈ 265 ≈ 249 0

prob. of bad error ≈ 2−15 ≈ 2−31 0

As the table shows there is a large difference in hardware
overheads depending on the robustness of the architecture.
The more robust the architecture the more hardware over-
head is necessary with the fully robust architecture requir-
ing an overhead of more than 100%. It is important to point
out however, that in terms of the number of bad errors the
linear architecture cannot reach the protection of the robust
architectures regardless of the number of redundant bits and
hardware overhead added.

5.2 Error Detection Analysis for Non-
uniformly Distributed Outputs

The proofs for the construction of arithmetic robust and
partially robust codes assumed a uniform distribution of
output messages. However, many arithmetic devices do not
have uniformly distributed outputs even if inputs to the de-
vice can be considered uniformly distributed.

For a k-bit multiplier the output of the multiplier is not
a uniform distribution on Z2k . The range is limited to
(2k/2 − 1)2. Likewise some outputs, such as prime num-
bers greater than 2k/2 cannot be represented as a product
of two k/2-bit inputs and hence also do not appear at the
output, while other outputs, such as the zero output, appear
multiple times. The masking probabilities of Theorem 3.5
can be rewritten to include the nonuniform distributions.

Let ϕk(x) denote the number of ordered pairs (a, b) such
that x = ab, a, b ∈ Z2k/2 . Assuming that the input operands
a, b are equiprobable, the probability that x, the output of
the multiplier, is ϕk(x)2−k. Let S(ex, ew) be the set of
messages x that mask an error (ex, ew). The probability
Q(ex, ew) of missing an error can be written as

Q(ex, ew) = 2−k
∑

x∈S(ex,ew)

ϕk(x) (21)

An example error distribution comparing the error detec-
tion of k = 8-bit multiplier protected with linear arithmetic
residue codes, partially robust codes, and the robust codes

(where p = 5) is shown in Figure 7. The figures show his-
tograms of the number of errors that are masked for a spe-
cific number of inputs to the multiplier. The figures clearly
show most of the properties of robustness are preserved de-
spite the nonuniform distribution of the ouputs.

The number of undetectable and bad errors is greatly re-
duced with the partially robust encoding versus the linear
encoding. When the partially robust codes are used almost
all of the errors are detected with a high probability. Only
a few errors are masked for more than 100 messages. The
linear residue code has p times more errors which have a
high probability of being masked. It can be shown that even
with non uniform message distributions the number of er-
rors in each of the error classes of the partially robust codes
remains the same, but the exact probability of masking de-
pends on ϕk(x). The number of errors which belong to the
“bad” class and are masked with an average probability of
& 0.5 remains on the order of 2k+1. The number of “bad”
errors remains on the order of 2b2k/pc.

The architecture based on fully robust codes based on
quadratic forms showed further improvement in the reduc-
tion of errors that are masked with a high probability, almost
all errors are have a probability of detection of at least 0.5.
However, the non-uniform distribution increases the theo-
retical maximum error masking probability. For the code
with k = 8 and p = 5 the worst case error masking prob-
ability should be at most 2−7 but several errors exist which
are missed with a slightly higher multiplicity. The exact ef-
fect of the output distribution of the multiplier on the prop-
erties of the proposed robust code is under investigation.

6. Conclusions

The comparisons of protection methods shows that there
is a large difference in hardware overheads depending on
the robustness of the architecture. The more robust the ar-
chitecture the more hardware overhead is necessary. While
robust protection can be implemented efficiently for some
highly nonlinear circuits such as SBoxes [7], fully robust ar-
chitectures for more general circuits require an overhead of
more than 100%. Partially robust codes that preserve some
linear structures allow for a better minimization of the pre-
dictor and have an overhead of the order of 40-75%.

Robust architectures do offer an advantage against un-
predictable fault attacker since the number of undetectable
and bad errors however eliminated with robust codes and
is greatly reduced with the partially robust encoding. It is
important emphasize that in terms of the number of bad or
undetectable errors, linear architecture cannot reach the pro-
tection of the robust architectures regardless of the number
of redundant bits and hardware overhead added.

For attacks where faults of low multiplicities are known
to be most likely robust codes and partially robust codes
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Figure 7. Multiplier error distributions (k =
8, p = 5) with (a) linear (b) partially robust and
(c) robust code protection

with minimum distances resulted in better fault detection
than linear codes with even higher Hamming distances.

The non-uniform distributions of outputs (such as those
in multipliers) can have a negative impact on the robustness
of a code and need to be included in design considerations.
While the robust construction used for the protection of the
multiplier showed important benefits, their worst case error
masking probabilities were worse compared to theoretical
estimates based for uniform message distributions.
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