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1 Introduction

In 1948 Shannon [1] proved that error-free communication is possible through a communica-
tion channel at rates up to its capacity. Unfortunately, Shannon’s proof was non-constructive
and practically decodable codes achieving such capacity remain elusive to this day. Low
Density Parity-Check codes, originally introduced by Gallager [2], have recently regained
popularity because they have experimentally come very close to the Shannon limit (within
0.045dB recently [3]), promising that an efficient implementation might finally provide opti-
mal error-correction capabilities for various channel models.

Low Density Parity-Check (LDPC) codes are decoded with an iterative decoding algorithm,
known as the sum-product algorithm, that operates on a graph that represents the code.
The algorithm is actually fairly general, encompassing as special instances both the forward-
backward algorithm on a trellis, due to Bahl, Cocke, Jelinek, and Raviv [4], and the decoding
algorithm for the well-known Turbo codes [5, 6]. In a modified form as the min-sum algorithm
it is also the classical Viterbi algorithm for a trellis [7]. This decoding algorithm is naturally
parallelizable into a message-passing network of very simple processors, allowing for efficient
implementation on a chip in many practical scenarios.

In the case where the underlying graph used to represent an error-correcting code is cycle-
free, the sum-product algorithm is known to converge to an optimal codeword. However,
little is known about the convergence of the algorithm for graphs with cycles [8, 9]; in some
cases the algorithm does not converge. Recent work [10] shows that cycle-free graphs only
admit error-correcting codes with a very low minimum distance, and consequently poor
asymptotic performance.

Thus, graph cycles are a difficulty inherent in this decoding scheme. The fact that maxi-
mum likelihood decoding of a linear code is an NP-hard problem [11] confirms the intuition
that decoding on a graph with cycles is intrinsically difficult. For this reason, we feel it is
important to look at techniques for breaking cycles in such graphs.

The concept of cycle-breaking is not new [8]. The traditional techniques for doing this
involve removing edges until the graph is cycle free; however, removal of an edge alters the
underlying error-correcting code and results in a weak code. An alternative technique for



breaking cycles involves repeatedly splitting nodes in a cycle into two duplicates forming an
infinite, cycle-free graph that can only be decoded probabilistically.

We propose applying a novel method of cycle-breaking using turn prohibitions to mitigate the
effects of cycles in the graph of an error-correcting code. The idea is to prohibit (or slow)
information from traveling along certain turns in the graph. For example, three vertices
vy, U9, and vz could be designated as a prohibited turn so that information from v, to v3
would not be permitted to flow through vs.

Such prohibitions can be applied naturally to the sum-product algorithm. We may enforce
these prohibitions for specific decoding iterations, giving time-varying prohibitions, or with
specific dampening weights, giving space-varying prohibitions. The union of these models,
which we call space-time prohibitions, shows promise for both improved decoding perfor-
mance and provable convergence. Moreover, since these prohibitions merely improve the
decoding process, without changing the underlying code, they can be applied to the best
LDPC codes as they are discovered.

2 Background

The sum-product decoding algorithm operates on the Tanner graph [12] of a correspond-
ing error-correcting code. Tanner graphs are specific instances of a more general graph
introduced by Wiberg, Loeliger, and Kotter [7] for factoring computations into minimal
constituents. Formally, the Tanner graph of a code is simply the incidence graph of its
parity-check matrix. This graph is bipartite; the nodes of one part, known as the symbol
nodes, represent bits of the received vector and the nodes of the other part, known as check
nodes, impose check constraints on the symbol as dictated by the underlying error-correcting
code. Figure 1 shows the Tanner graph for the code given by the following parity-check ma-
trix:

10101
H = |01001 (1)
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Note that the Tanner graph of a code is not sensitive to coordinate permutation, but is
sensitive to the choice of parity-check matrix. Thus, the Tanner graph for one parity-check
matrix might have cycles whereas the Tanner graph for the same code under a different
parity-check matrix might not.

2.1 The sum-product algorithm

Given a Tanner graph G for a linear code C', decoding is typically performed using the
sum-product algorithm, which is a generalization of approximate belief propagation [13].



eee

Figure 1: The Tanner graph for a code determined by the parity check matrix (1).

Thus, in each iteration, each symbol node sends to its neighboring check nodes a probability
associated with its belief that the corresponding transmitted bit was a 0, and likewise each
check node sends its own belief (based on its own neighboring symbols) back to the symbol.
Ideally, this iterative scheme converges to reveal the transmitted vector.

More formally, consider sending the codeword c over a noisy channel, resulting in the received
vector z = ¢ + e. Adopting the notation in [9, 14], we associate quantities g5, , with the
probability that symbol n of z is a, given information from checks other than m; likewise
we associate 77, with the probability that check m is satisfied if symbol n of z is set to a.
The characteristics of the communication channel are instantiated through the variable f?2,
which is set to the likelihood that z, = a.

The algorithm is initialized by setting g, , = fy for all m,n. Thereafter, ¢ and r quantities
are updated in some order according to the rules

qsq,n = am;n fs H T;'L,n (2)
all checks 7 # m
neighboring symbol
n

o = fa > I1 G (4)
all vectors = satisfy- all sites j # n neigh-
ing check m boring m

where @y, is a normalization coefficient chosen to make ¢y, , + ¢, , = 1. The iteration
continues until one of three conditions is met:

e the values q and r converge

e a maximum number of iterations (typically between 200 and 1000) is reached



e the decoding d given by:

d, = argmax, f; 11
all checks j neighbor-
ing symbol n

satisfies all the parity-checks of the code

2.2 Low Density Parity-Check Codes

The running time of sum-product algorithm is clearly exponential in the maximum degree of
a check node in the underlying graph. Thus, for practical decoding this maximum degree has
to be kept fairly low. One of the surprising qualities of Gallager’s LDPC codes [2, 15] is that
these codes both afford practical decoding and also support very powerful error correction.

Formally, Gallager LDPC codes are defined by a very sparse, random parity-check matrix.
Given a transmitted block length N and a source block length K, this (N — K) x N matrix
is constructed to have ¢ ones in each column and as close to tN/(N — K) ones in each row
as possible. MacKay and Neal [9, 16] applied several heuristics to avoid particularly bad
random choices for these matrices. They showed that such LDPC codes, including their own
variants called MN-codes, are clearly competitive with the latest Turbo code realizations
and come very close to Shannon’s capacity.

2.3 Turn prohibitions

Let G = (E,V) be an undirected graph with vertices V' and edges E. A cycle C of length L
in this graph is a path whose initial and final vertices are the same. A turn (a, b, ¢) is a triple
of vertices in V' along some path; it is said to break the cycle C' if a, b, and ¢ are consecutive
vertices in C.

We denote by Z(G) the minimal set of turns breaking all cycles in G (including those cycles
where the same node or edge appears several times) while preserving connectivity. Thus, for
every cycle in G there is a corresponding turn in Z(G); moreover, any two nodes v and w
are on some path that does not contain any turns in Z(G). We shall say that Z(G) is an
irreducible turn prohibition set for G if no proper subset of Z(G) breaks all cycles in G.

The problem of constructing minimal turn prohibition sets is important for developing
deadlock-free routing protocols in computer communication networks [17]. One approach
for solving this problem is known as the “up and down” approach [18]. In this case, we first
construct a rooted spanning tree, which imposes a partial order on the graph (i.e. a < b
if a is a parent of b in the tree). Then, turn (a,b,c) is prohibited if a < b < ¢. With this
approach, the fraction of prohibited turns for a given graph depends on the chosen spanning



tree and may be close to 1. It was shown in [17] that, for any graph G it is possible to
construct an irreducible turn prohibition set Z(G) with the property that

Bl =V +1 < 126)] < 5 32 VIddd 1), )

where d; is the number of neighbors of vertex v; € V. The amount of time and memory
needed for constructing Z(G) meeting (5) is at most O(|V]?).

In the case of the Tanner graph of a length N LDPC code with check degree ¢ and site degree

L equation (5) becomes

(t—1)N +1< |2(@)| < %Nmin{%(t(t— 1)+ %(% _ 1)), 4t — 1)},

where R =1 — % For example, for ¢ = 3 and R = 0.5 we have that

IN +1 < |Z(G)| < 3N.

Thus, by prohibiting a number of turns that is linear in the length of the code, one can break
all cycles in an arbitrary LDPC code and force belief propagation to converge quickly.

3 Space-time turn prohibitions

As mentioned in the introduction, little is known about the convergence of the sum-product
algorithm over a graph with cycles. Figure 2 shows one example of a Tanner graph for a
simple repetition code for which the sum-product algorithm does not converge. Traditional
means of breaking cycles in a graph (i.e. forming a minimum spanning tree) either reduce
the practicality of decoding or else result in a trivial code.
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Figure 2: Messages transmitted in the sum-product decoding of the Tanner graph of a
repetition code. In this case, a vector [0,1] has been received over a Binary Symmetric

Channel with crossover-probability 0.05. The algorithm does not converge, unable to decide
which vector was actually transmitted.
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Figure 3: Sum-product decoding of the Tanner graph of a repetition code, where one turn
has been prohibited. In this case, a vector [0,1] has been received over a Binary Symmetric
Channel with crossover-probability 0.05. The prohibition of a turn forces the algorithm to
converge to some decoding.

Turn prohibition provides a convenient method of breaking cycles without changing the
underlying error-correcting code and, at the same time, improving the convergence of the
decoding algorithm. Fast convergence is particularly important for LDPC codes because
the best codes have lengths up to tens of millions [3] of symbols, meaning that unnecessary
iterations significantly affect the decoding complexity.

Using the turn prohibition model, we prohibit information from flowing along proscribed
turns by restricting the update equations (2) and (4) as follows:

T 11 i
all checks j # m neighboring sym-
bol n; (m,n,j) is not a prohibited
turn

rgn,n = f: Z H eri,j
all vectors = satisfy- all sites 7 # n neighboring
ing check m m; (m,n,j) is not a prohib-
ited turn

Figure 3 shows that prohibiting one turn from the Tanner graph in 2 can cause the sum-
product algorithm to converge where, otherwise, it would not.

[t appears that the proof in [12, 8] that the sum-product algorithm converges on a cycle-
free graphs transfers straightforwardly to turn-prohibited graphs. However, unlike cycle-free
graphs, turn-prohibited graphs do not necessarily yield optimal decodings. In fact, cycles do
play an important role in decoding performance. For this reason, it is desirable to enforce turn
prohibitions only for certain iterations, in a time-varying manner. We call such enforcement
time turn prohibitions.

Figure 4 shows experimental results for a very short Gallager LDPC of length 200. Note that
turn prohibition dramatically improves the average number of iterations in the sum-product
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Figure 4: Performance of length=20, rate=3/4 Gallager LDPC’s on a binary symmetric
channel using three different variations of the sum-product algorithm: [Standard] - the stan-
dard algorithm cutoff after 201 iterations; [Turn prohibition] - the standard algorithm with
turn prohibitions added after 20 iterations; [Cutoff] - the standard algorithm cutoff after 32
iterations (i.e. the maximum number of iterations used by the algorithm with turn prohibi-
tions). All algorithms were run on the ezactly the same input data.

algorithm without significantly affecting the probability of error; in fact, the sum-product
algorithm with turn prohibitions never takes more than 134 iterations to decode an error.
Using turn prohibition even results in a smaller average number of iterations than stopping
decoding after 134 iterations, without compromising the bit error rate.

3.1 Space prohibitions

It is clear that turn prohibitions serve as a damping mechanism preventing information
from feeding back on itself in a graph cycle. At the same time, cycles are intrinsic to good
decoding performance. For this reason, we consider space turn prohibitions, where instead
of forbidding a turn outright we simply add a dampening coefficient to specific turns that
forces convergence of information that is cycling.

. . . Cm,n,j
Thus, for example, every turn (m,n,j) around a site m now contributes (r?n) "™ to any

overall product, rather than just r{,, where ¢, , ; is the coefficient corresponding to the turn
(m,n,7). The value ¢, ; = 1 corresponds to a completely permitted turn and the value

Cm,n,; = 0 corresponds to a completely prohibited turn; values in between 0 and 1 correspond
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Figure 5: An example of performance improvement using a simple block code with 6 symbols
(i.e. the circles) and 4 parity-checks (i.e. the shaded circles) over a Binary Symmetric
Channel with crossover probability 0.1. Shaded turns correspond to turn prohibitions with
coefficient 0.5 whereas unshaded turns have coefficient 1.0.

to progressive damping of the turn. The update equations (2) and (4) thus become:

qgn,n = Oémynfg H (rg,,n)cm,n,j (6)
all checks 7 # m
neighboring symbol
n

Tman = Jn Z H (qfrf,j)cm’n’j (8)
all vectors x satisfy- all sites j # n neigh-
ing check m boring m

Thus, we can first determine a minimal set of turn prohibitions for cycles in a graph and
then adjust the weights of these prohibitions for optimal performance over a specific channel.
One reasonable weight model involves assigning to each vertex a weight related to the length
of the shortest cycle including that vertex. Figure 5 shows improvements gleaned using
space turn prohibitions with coefficients 0.5 and 1 alone. Specifically for this code, standard
sum-product decoding requires an average of 2.755 iterations (ranging from 1 for the best
trial to 62 for the worst trial); decoding with generalized turn prohibitions, on the other
hand, requires an average of 1.642 iterations (ranging from 1 to 11). Moreover, in this
small example, decoding with generalized turn prohibitions results in 56 fewer bit errors
over 100,000 simulated transmissions.

In effect, we can improve the performance of some codes with appropriate use of damping.



This would suggest that it is possible to tune performance of a general LDPC code to a
specific channel with the appropriate space-time turn prohibitions.

4 Conclusion

We have considered a novel method of breaking cycles in the Tanner graph of Low Density
Parity-Check codes. By prohibiting specific turns in such a graph, one can force the con-
vergence of the belief-propagation algorithm, typically making it much faster than without
turn prohibition. These turn prohibitions can be scheduled either in a time-varying fashion,
in which turns are prohibited only for certain iterations of the decoding algorithm, or in a
space-varying fashion, in which changes along specific turns are steadily dampened, or both
fashions. Experimental evidence suggests that that error-correcting performance and the
convergence rate of the decoding algorithm can be improved through the careful selection of
space-time turn prohibitions.
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