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Abstract: This paper presenis a new methodology
for RAM testing based on PS(n,k) faull model (the k
out of n patlern sensifive fault model). According {o
this model the contents of any memory cell whick be-
longs to an nr-bit memory block, or ability o change
the conients, &5 influenced by the conients of any k— 1
cells from this block. This poper includes the nves-
tigation of memory tesiing approaches based on the
iransparent pseudoezhausiive iesting and ils epprozi-
maetions by pseudorandom circular tests, whick can be
used for periodic and mansfacturing tesling and require
lower hardware and time overheads than the standard
approaches.
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1 Introduction

Efficient techniques for transparent BIST testing
were proposed by B.Koeneman and M.Nicolaidis [1].
These techniques can be applied to any RAM test pat-
terns for manufacturing and periodic testing. Boih
techniques are based on addition of predicted test pat-
terzs to the memory-under-test contents which pro-
vides for preservation of initial contents of the RAM.

As the first step in development of a test for off-line
RAM testing, a fault model representing physical de-
fects is constructed [2, 3}. Typically, the test procedure
is intended to detect all faults for the selected model
(target faults).

On-line testing is the main tool that ensures high
rebability of storage data during operationa! life of the
memory by employing on-chip error-detecting/correc-
{ing circuits.

It is obvious, that target faults for off-line test-
ing have the cnrrespnndmg description as farget er-
rors used for on-line testing and, vice versa {4i. But
nevertheless, traditionally, off-line testing and on-line
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testing have not been combined fo Iminimize hard-
ware and time overheads. Moreover, built-in self-
testing approaches are not using a powerful built-in
hardware, required for op-line testing. During macu-
facturing and field off-line testing, the built-in error-
detection/correction circuits are ignored.

As an alternative to the existing development of two
separate approaches for RAMs testing, namely on-line
and off-line testing, we present in this paper a method-
ology for RAM’s testing, which can be used for periodic
and manufacturing testing. For periodic testing our ap-
proach ensures the preservation of the initial contents .
of the memory and-provides for a high fault coverage
for target faults..

We propose in this paper a unified approach for
transparent memory BIST based on the general fault
model. According to this model the contents of any
cell which belongs to a n bit memeory block, or ability
to change the contents, is influenced by the contents of
any k — 1 cells of the block. These contents consists of
a pattern of s and 1s or changes In these contents. We
denote these faults as PS(n, k) faults.

The following problems will be explored: (a) anal-
ysis of efficiency of the selected PS{n k) fault model,
(b) design of pseudoexhaustive transparent tests for
PS(n,k)s, (c) design of pseudorandom transparent cir-
cular tests, (d) BIST RAM implementations of cir-
cular tests, (e) analysis of performances (hardware
and time overheads, error/fanii detection probabilities,
fault coverage) of the proposed tests, (f) off-line utiliza-
tion of error detection/correction memory circuits.

2 Fault Models Investigation

A good survey of the commonly used fault models
for RAMs can be found in [5]. Here, we review only the
background required for understanding of the proposed
general fault model.

By a simple fault we mean any single fault, which
18 not a paflern sensitive faulf. The fallnwing simple
fanlts are frequently considered:

Stuck-al faults (SAF): A permanent stuck-at { or



Standard memory test algorithms presented in {2, 6l
.n be used only when each address refers 1o exactly
ne bit of memory. As al example Marinesku B algo-
ithm [6] and M ATS+ algorithm [2] are shown in Ta-
Je 1. When we test a word-oriented memory, wWe write
o and read from the memory whole words of data, not

tuck-at 1 fault that may occur in any memory cell.

Transition foults (TF): A memory cell § in the state
a; € {0,1} fails to undergo an a; t0 G; transition when
4; is to be written :n the cell: however, both states are
possible for the cell, for instance at power-on.

Coupling idempotent faults (CFia): A couphng
idempotent fault 18 present from a cell ¢ to a cell J
if, when the cells contain a particular pair of binary
values a; and a;, and @; s written into cell 3, then cell
j, as well as cell i, changes state.

Coupling inversion faults (CFin): A single coupling
version fault is present from a cell § to a second cell J
if, when cells 4,7 has values a; and aj, and G is written
into cell 4, then the state of cell j 15 complemented or
“oggled” with respect to its previous value.

The above coupling faults, which involves WO cells
(2-couplings) 18 2 special case of the more general k-
coupling fault.

A pattern sensilive foult (PSF) is most general mem-
ory fault model defined as follows: the contents of cells,
or the ability to change the contents, 18 influenced by
the contents of all other cells in the memory. These
contents consists of a pattern of Os and 1s, or changes
i1 these contents [5l.

The ¢common restriction on the class of PSF is the
size n of the neighborhood, and the number k of cells
volved in the fault [5]. For k=9 and n = N, the cell
can be influenced by any other cell. This s a case of
coupling faults [6, 7, 8].

There is a restricted k-coupling not linked (1.e. dis-
joint) fault, where k = 3 [7] and the test complexity for
this case is N +32- N -log; N . The second known test
algorithm for these faults requires 36-N +24-N dog, N
operations [8}; thus both are O(N log, N) tests, 80 they
are of less practical interest. For the general k-coupling
fault with k > 3 no Jeterministic test exist of this date.

Another common restriction on PSF is that the base
cell is influenced by 2 neighborhood of k— 1 cells which
have only one position with respect to the base cell.
This case represents NPSFEs [9]. The efficiency of the
NPSF tests depends on the technical realization of the
memory. Within most memory chips the address lines,
the memory rows and the columns are scrambled; 80,
cells with logically ascending addresses will probably
not necessarily lay next to each other. When the scram-
Lling table is not known, a test for NPSF is less useful

Table 1: Memory test algorithms —— one bit version

MATS+

So | 4 (w0} Sa
Sy | 4 (r0, wl) $ 14 (0, wl, wl, wl)
S 1 4 (rl, w0) | S2 4 (r1, w0, r0, wl)
S |t (rl, w0, wi, w()
Ss | ¢ (r0, wl, rl, wi)

Marinesku B

§ (w0)

just single bits. To achieve a high fault coverage data
backgrounds to each word can be applyed {10]. For
example, 0101, 0011,0000, 1010,1100, 1111 and 10101
010, 00110011, 00001111, 00000000, 01010101, 116011
00, 11110000, 11111111 are an appropriate primary
data backgrounds for testing a RAM with 4 and 8 bits
per word (a four bit and byte oriented RAM). In gen-
eral, for 2 word with m bits number of backgrounds 13
2({loga m] + 1)-

Current memory BIST approaches [11, 17] based on
standard memory fests have the following major draw-
backs: a lower efficiency for detection a non-target fault
models, the hardwate and time overheads, a destructive
(not transparent) test procedure, a fixed (not flexible)
test mode, which usually allow to generate one or two
test algorithms only. These approaches are not tailored
to the most efficient combined utilization of on-line and
ofi-line test circuitry.

As a realistic and sufficiently general fanit model we
propose the k out of » pattern sensitive fault {(PS(nk})
model, where n < N 1s a size of a block {region, Tow oI
column of memory array) for memory with the size N.
According to this model the contents of any memory
cell which belongs to a % bit memory block, o1 ability
to change the contents, :s influenced by the contents
of any k — 1 cells in the same block. These contents
consists of a pattern of Us and 1s or changes in these
contents.

This PS(nX) fault model can be considered a2s an
extension of the existing fault models. Depending on
ihe values of k and %, PS(n,k) generalize the following
cases considered in the literature:

For k = n = N, PS(n k) represents PSF [5], when
the contents of a cell, or the ability to change the con-
tents. is influenced by the contents of all other cells in

the memory. |

For k < n and n = N we have ihe case of the general
k-coupling faults, when the hase cell is influenced by a
group of £ — 1 cells which can be placed anywhere in
the memory..

For k = n < N PS(n)k) 18 reduced to NPSFs, where
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the base cell influenced by the k — 1 cells, which take
on only a single position.

The case when k < nand n < Norn € N I8
more common and realistic one, when the contents of
any memory cell belongs to an n-bit memory block,
or ability to change the contents, is influenced by the
contents of any k — 1 cells of the same block.

The major goal of this paper is to develop a unified
approach for detection PS(n,k) faults.

In the following sections we are developed a unified
methodology for memory testing based on the PS(n k)
model and will introduce a pseudoexhaustive transpar-
ent memory testing (PXT) approach for detection of
PS(n,k) faults. This approach provides for a 100%
fault coverage for PSFs with the complexity &' - N
where ¢ depends on n and &, In most cases C is
O{k2*¥nlog, n). The major disadvantage of PXT is re-
lated to the required overhead which in this case 1s also
O(k2*nlog, n). To reduce the overhead an approxima-
tion to PXT is suggested. This approximation is based
on pseudorandom circular test sequences, which can be
used for periodic and manufacturing testing.

3  Pseudoexhaustive Transparent Me-

mory Testing

Pseudoexhaustive testing (PXT) [13, 14] of combi-
national devices has several attractive features. In ad-
dition to the fact that test patterns can be generated
quit easily, the process and its fault coverage is basi-
cally dependent neither on the fault model assumed
nor on the specific circuit under test. This approach
guarantees 100% coverage for all combinational faults.
The major disadvantage of PXT is related to the fact
that this approach is efficient only for combinational
devices such that every output of the device depends
on a small number of inputs.

Set E(n, k) of n-bit binary vectors is a (n,k) PXT iff
all 2% vectors appear at any k positions in E{n, k). For
example, E(3,2) = {000, 011, 101, 110}. Techniques
for construction of E(n, k) and estimations on minimal
numbers f(n, k) =| E(n, k) | of pseudoexhaustive test
patterns can be found in [13, 14, 15}].

We will show in this section that PXT combined
with standard March tests may be eflicient for trans-
parent memory testing for detection of PS(n,k) faults.

The problem of pseudoexhaustive transparent me-
mory testing can be formulated as construction of a
test procedure for memory testing such that:

Each memory cell within k out of n cells in the block
must be read in state 0 and in state 1, for all possible
changes in remaining k — 1 cells.

Each memory cell within k out of n cells must be
written and read in state 0 and in state 1, for all 28~*
contents of the pattern in k — 1 cells.

Table 2: Pseudoexhaustive test patterns E(n, k)

£(3,2) | B(4,3) | E(5,3) E(6,2) | E(6,3)
111 0000 10000 | 000000 | 011111
100 0g11 |- 01000 | ¢ooOl1l -l 101111
010 0110 | 00109 | 011100 { 110111
001 0101 | 00010 | 101101 | 111011

1100 | 00001 j 110110 j 111101
1111 01111 | 111011 | 111110
1010 10111 100000
1001 11611 010000
11101 001000

11110 000100

0000310

000001

These properties should be satisfied for any k cells
in any block of n cells.

To simplify the test procedure we use the standard
transparent march test MATS+ (5], which ensures 1
out of n exhaustive tests E(n, 1) such that in every 1
memory cell all 2! possible binary values 0 and 1 appear
at least once. We apply MATS+ for different back-
grounds A(n, k) which represent a modulo two sums
of f(n, k) patterns of a pseudoexhaunstive test, E(n, k),
with an initial n-bit memory block content A. The
proposed test procedure PXT consists of the following
main stages:

1. A new background A;yi(n,k) is generated as a
modulo two sum of the previous value of A;(n, k) = A®
E;(n,k) and AE;41 = Ej(n,k) @ E;41{n, k). Asthe
result we will get a modulo two sum the next pattern
E;;1{n, k) of psendoexhaustive tes E(n,k) with an
ipitial #-bit memory block content (Aj1(n. k} =A@
E.f-i*l(”: k ))

9. The transparent MATS+ memory test algorithm
is applied.

3. The items 1 and 2 are repeated for all f(n,k)
backgrounds.

For example, if E(3,2) = {000,011,101,1i0},
then A(3,2) = {ﬂuﬂlﬂg,ﬂgﬁlﬁg,ﬁnﬂlﬁg,ﬁuﬁlug}. For
E(5,2) = {11111,10000,91000, 00100, 00010, 60001}
we will get 3(5,2) = {Gya1G2G304, Apt1a20304, T0a]
asasdy, 0o B2830R4, Cnd1 023304 ,ﬂuﬂ1ﬂ2ﬂ3ﬁq}.

Some examples of E(n, k) test patterns are shown in
Table 2. Transparent memory test algorithm MATS+
(one-bit version) can be represented as (1]

{§ [r{es), w(@)h f frles), wi@)l} (1)




This test procedure allows to generate all of 2°+
k + 1-bit test patterns in each & 4 1 out of n memory
cells for any block of n cells and all cells within a kE+1
bits implement 7 and | transitions for all combinations
of the remaining & cells which allows to detection of 2ll

PS(n,k) faults.
" Two additional memory arrays are required for

BIST {11] implementation of the pseudoexhaustive
transparent memory testing. One of them & for storing
an initial content of n-bit memory block, the second one
E is the memory for f(n, k) by n bit pseudoexhaustive
test patierns.

The following simple procedurs can be used for
BIST implemented pseudoexhaustive transparent me-
mory testing.

Procedure PXT

Input: Memories block size n;
Starting address w;

Loopl: Fori=0ton—1Do

Write:  [Guwsi] to 8

End: Loopl

Loop2: For j=0to f(n,k)—1Do

Loop3: Fori=0ton-1Do

Yrite: [ﬂw+;‘1 & [6‘:] to oy 44

End: Loopd

Loopd: Fori=O0ton—1Do

Read: [8w4n-1-i) to Dp and Compare
with [sp—1-i] & [¢] _1.h;

Write: Du] P 1to aygn—1-1;

End: L.oopd

Loops: Fori=0ton—1Do

Read:  [a@w+i] to Do and Compare
with (5] @ [¢}] © 1;

Write: [Do] @ 1 to Guy4i;

End: Loop)

End: Loop2

Here Do is an additional D-flip-flop; [e;] means
the content of the ith memory cell; AEj(n, k) =
delel el _,, 7 €{0,1,2,..., f(n, k) — 1} is deter-
mined by the patterns Ej(r, k) and Ej41(n, k) of the
pseudoexhaustive test E(n,k), where AFEy = Eyp, and
AE. =F,—E._y,ce{1,2,3,..., f(n, k) —1}.

Pseudoexhaustive transparent memory testing pro-
cedure for the case of PS(5,2), where k = 2, n = b,
A = 00000 and backgrounds generated by the test
E(5,2) = {11111,10000,01000,00100,00010,00001}
are shown in Table 3. Here AFE(5,2) = {11111,011
11, 11000, 01100, 00110,00011}. (The bit we Read or
Write at a given step of the procedure is printed In
beld in Table 3.)

In this case first we write in the block of five 1-bit
cells pseudoexhaustive pattern 11111 € E(5,2) then

Table 4: The values of f(n, k)

1n k

273 | 4 ) 6 I 8
4 H51 8 |16
5 {61016 | 32
B (6|12 ]21 32 | 64
8 |61 12|24 | 56 | 85 | 128 | 256
106711224 90 | 185 | 240 | 341
12| 718|247 118 ] 261 § 440 | 715
14 [ 7118 | 52| 118 | 357 | 728 | 1365
16| 8 | 18 § 54

read rightmost bit a4, and write 0 1n this cell, then
read 1 in the next bit as and write 0 in this cell. After
geros are written in all 5 cells we read the leftmost bit
ao and write 1 in this cell. After ones are written in all
cells we repeat the procedure for the next pseundoex-
haustive pattern 10000 € E(5,2). As we can see the
PXT ensures detectability of the PS(5,2) faults, which
for £ = 2 covered reduced functional faults i.e. SAF,
TF and CF.

The complexity of the above presented memory test
algorithm depends on the complexity of MATS+ alge-
rithm and the value of f{(n, k). For the total amount
of Wrile and Read operations we have

T[PXT(n, k)] =5 n- f(n, k) +n, (2)

where f(n, k} depends on k and n. Table 4 presents
the values or their upper bounds for some n and &. For
the overhead we have

LIPXT(n, k)] =n f{n, k) + 5. (3)

Formula (3) does not take into account a complex-
ity of a controller required for BIST implementation
of PXT. The complexity of the controller can be esti-
mated as

Leon[PXT(n, k)] = O(logy N) + O(logy ). (4)

Since f(n,3) < 10log, n [14, 18], then

T[PXT(n, 3)] < 5n-f(n,3)+n =50 n-log; nt+n. (5)

Only two algorithms [7, 8) for the case of 3-coupling
faults, which detect so-called ’restricted 3-coupling
faults’ have been proposed. Both algorithms are O(N -




Table 3: Pseudoexhaustive memory testing

March element MATS+ for Different Backgrounds
11111 [ 10000 ] 01000 ] 00100 | 000610 | 00001
11110 | 10001 | 01001 | 00101 | GOO11 [ 00GOO
11100 | 10011 | 01011 | 00111 | 00001 | 00010
J {r(a;), w(a; @1)] || 11000 | 10111 | 01111 | 00011 | 00101 | 00110
10000 | 11111 | 00111 | 01011 | 01101 | 01110
00000 | 01111 [ 10111 | 11011 | 11101 | 11110
10000 | 11111 | 00111 | 01011 | 01101 | 01110
11000 | 10111 | 01111 | 0Q0QL1 | 00101 | 00110
ft [r{e;}, w(a; & 1)] [} 11100 | 10011 | 01011 | 00111 | 00001 | 00010
11119 | 10001 | 01001 | 00101 | 00011 | 00000
11111 | 10000 | 01000 { 00100 | 00018 | 00001
. 0 N-1
Table 5: The complexity T{PXT(n,3)] in seconds
(sec.); memory block size in bits o2 q!
1 0 q-1
4 )
Size n of block || 2'° | 2t | 21 | 2'F AL gl
T[PXT(n,3)] || 0.05| 0.24 | 1.18 5.3
Size n of block || 2°° | 2* 244 244 o M.g -2 g-1
T[PXT{n,3) 23.8 | 105.9 | 465.5 | 2030.0 M9 0 g-1
1&]_'_ M‘Fl ﬂ b j

log, N} tests. Memory test algorithms for more com-
plex k-coupling faults are not known [5]. Forn = N
and & = 3 our approach has the same complexity
(see (5)) as two known algorithms [7, §] and detects
all 3-coupling faults (not restricted). As we can see
from Lable 5 the required time to perform the PXT for
220 bit RAM and cycle time 100ns is 105.9sec.
Pseudoexhaustive memory testing approach, for n =
N allows to detect all k-coupling faults for any k. The
complexity TIPXT(N, k)] is O(N - log, N) since

2*"llogy N < f(N,k) < k-2*(logy €)M logy N, (6)

for k fixed and IV large enough [14, 15].

Thus PXT approach provides for detection of all &
coupling faults, as well as all memory faults covered by
PS5(n,k) and its complexity is only O(N - logy V) (see
Table 5). But at the same time for » = N the length of
pseudoexhaustive test patterns equals ¥, which allows
to use this approach for external testing only. We need
to implement an extra mermory or hardware unit £ for
generation of f(V,k) test patterns with length & and
additional memory 5 for initial memory content.

Figure 1: The timing diagram of the self-test procedure

In the following sections we describe a modification
of this approach for »n < N which results in a drastic
reduction of the pseudoexhaustive test patterns length
and the test complexity.

4 Test Session Organization

To stimplify a test generation procedure for PXT we
pattition the original memory inte M = M(N,q,n)
blocks with size ¢ > n. In this case every test ses-
sion consists of M(N,g,n) elementary PXT sessions
where ¢ represents the size of the memory block and
r the number of overlapped memory bits in two con-
secutive elementary test sessions (see Fig. 1) to ensure
pseudoexhaustive testing within any = bit block of the
IMemory array.

For the more general case of a 2-dim memory a aum-
ber of elementary sessions is determined as

N 1 x N
3z Qy 'E:Qy,

M(N,q,n;,ny) = | (7)




where ¢ = (gz + n:){qy + ny) and n = nzn,.
Then, we have for complexity T = T[PXT(N, q, k)]
of the modified PXT

T[PXT(N,q,k)l = M(N,q,n:,ny)X

XT[PXT((gs +n)(gy +7y), B)] =
N
d=dy
X fl(gz + mz}(gy + ny) K} 4+ (g2 + ne)(gy +ny). (B)

The overhead for storage of f{(¢z + nz){(gy + ny), k]
psendoexhaustive patterns of length ¢ = (¢; +n:){(g, +
ny) and initial block contents can be estimated as

e
—

5(gs + naYgy + ny ) x

L= (Q’: +ﬂ=)('i'y +“y) [f((%‘i'“:)(qy‘}‘“y): k)'!"l]' (Q)

Equations (8) and (9) illustrate the tradeoff between
a testing time and an overhead for detection of PS(n,k).
For a given n = n.ny an increase in the block size
¢ = (= + 1z )(gy + ny ) results in a decrease of test time
T (determined by {8)) and in an increase in overhead L
(determined by (9)). It is easy to show that to minimize
TL optimal values for n, and ny are ¢. and gy.

In the case of linear 1-dim arrays we have ¢ = ¢; +
ney = 2n, n; = n and M(N,2n,n) = N/n. Then

TWPXT(N,q,k)) = % TIPXT(In, k)] =
= (10 f(2n,k) +2) - N. (10)

For the case of a VN x VN 1-bit RAM with

crosstalks within rows or columns only one can take
as blocks rows and columns. Since ¢ = vV N, n <1 and

M(N,ﬁ,n) = 2v/N we have L = VN f(n, k) + VN

and
TIPXT(N,VN,kE)] = 2VN TIPXT(/N,k)} =

= 10N - f(V'N, k) + 2N. (11)

For example, if k = 3, thén f(v/'N,3) = 10log, VN =
5log, N and

L= Eﬁlﬂ'gz N + ‘V/F,
TIPXT(N,VN,3)] = 50N log, N + 2N.

For N = 222 and access time ¢ = 100ns we have
L = 227,328 bits and T = 462, 2sec.

To detect all PS(n,k)s within any 2-dim block with
the size » = nzny we have g, = ¢, = n, = ny, = /1,
g = 4n, and

N
M(N,‘iﬂ,‘\/ﬁ,ﬁl) = ;’

Test complexity T[PXT(N, g, k)] for 2-dim memory

13 N

TIPXT(N,q, k)] = e -T[PXT(4n, k)] =
={20- f(4n, k) +4)- N. (12)
For example, for n = 16, & = 3 for detection

of P3(16,3) faults, since f(64,3) = 37, we have
by (12) T{PXT(N,16,3)j = (20- f(64,3)+4)- N =
744 - N,

The required time to perform the PXT fora N =
222 bit RAM and eycele time ¢ = 100ns in this case is
312.0sec.

The hardware overhead for the above mentioned
example of BISTed 4Mb RAM consists of an extra
(37 x 64) memory E for storing f(64,3) = 37 by 64
bit pseudoexhaustive patterns and 64-bit memery 5,
which are both required 0.059% of the original array.

5 Transparent Circular Testing

Sufficient reduction of the overheads can be achieved
for a transparent test with a short length of a test cycle,
which does not depend on the initial memory contents.
The required fault coverage can be obtained for the
test which allows the generation of as many as possi-
ble different patterns to approximate psendoexhaustive
memory test.

The method consists of the simulation of Linear
Feedback Shift Register (LFSR) on a block of memory-
under-test and it has a simple hardware implementa-
tion. _

Let us assume that a memory-under-test contains
N bits. We partition the original memory into M =
M(N,q,n) blocks with size ¢ > n where n represents
the number of overlapped memory bits in two consec-
utive elermentary test sessions. For every block we will
organize g (¢ <€ N) neighboring cells in the testing
mode as a LFSR.

The test session for our approach consistsof M < N
subsessions (see section 5). The implementation of a
subsession requires the following three main stages.

1.Compute the signature of the memory block-
under-test imitial contents, |

2. The memory block-under-test with the size ¢ op-
erates as the selected LFSR.

3.Compute the signature of the new contents of the
memory block after stage 2 and compare it with the
signature computed at stage 1.

The faults manifesting themselves during intermeds-
ate read and_write operations would be detectable by
the observation of a distortions the final memeory con-
tents. In this case we only need to verify the resulting
memory contents. |

For the RAM with built-in error-detection/correc-
tion circuit, stages 1 and 3 can be avoided. In




this case, a nonzero output {syndrome) of the error-

detection/correction circuitry indicates the presence of
a fault.

6 Pseudorandom Circular Test Pl.'_a.t—
terns |

A major advantage of the pseudorandom testing as
an approximation of pseudoexhaustive memory test-
ing is simplicity of its implementation, hardware im-
plementation included. LFSRs have been widely used
for generation of pseudorandom (PSR) test patterns
and for compression of test responses [16].

We will describe in this section a procedure PSR
for transparent testing of RAMs based on simulation
of p shifts of two LFSRs with generating polynomials
vz)=1l@z'@z?and ¥(z) = 1dpz¥ 'Szt ona
block of ¢ cells. Polynomials ¢(x) and #(z) may be
replaced by any pair of reciprocal polynomials. Select-
ing p(z) = 1 & z' & z? results in only one two-input
XOR. gate required for simmulation, minimizes address
switching and allows usage of a standard counter jor
address generation.

When we use the polynomial and its reciprocal ver-
sion sequentially in one algorithm we return back to
the initial state at the end of a test session.

The pseudorandom transparent memory testing pro-
cedure consists of the following main steps.

1.Compute the signature of the memory contents
A =(agajaz...ag-1) (A~ S5).

2.Simulation of p shifts for the LFSR generated by
e(z) = 1 @ = & ¢ which generates the following se-
quence of internal states of the block A, A, a4, ...,
a? A, where l@adal =10,

3.Simulation of p shifts of the LFSR generated by
viz) = 1@ z9! @ z9 which generates a sequence
aPA,af" 1A, ..., a4, A.

4.Negate data in the block (A — A).
5.Repeat steps 2 and 3.
8.Negate data in the block (A — A).

7.Compute the signature S* of resulting memory
contents and compare it with the signature § of im-

tial contents (S =_S" 7.

The following simple procedure PSR can be used to
simulate the LFSR, described by polynomial ¢(z) =
1@ ! @ z? over g-bit memory block. Here D and D,
are the first and a second stage of an additional shift
register SR; n = 2 is the memory-under-test block;
{a¢] - the contents of the ith memory cell.

Procedure PSR

Input: Memory block size g;
Starting address w;
Number of shifts p;
Read:  [gu4¢-1] to Dy
Shift: SR;
Loopl: Forj=1top Do
Read: [ay] to Dy;
Write: [D4] @ {Do] to aw;
Shift: SK;
Loop2: Fori=1ltog¢—1 Do
Read:  [awsi] to Dg;
Write:  [Dh] to quei;
- Shift: SR;
End: Loop2;
- Read: [ﬂw+g—1} to Dn
Shift: SR;
End: Loopl;

The Write and Shifi operations in Loopl and Loop2
can accomplished simultaneously and the complexity
T = T[PSR] of memory implemented LFSR simulation
is determined as

TIPSR] = 2{gp + p+ 1). (13)

The total complexity T = T{PSR(g, p)j of pseudo-
random transparent testing which includes all stages of
LFSR simulation and signatures calculation for mem-
ory block with the size ¢ has the form

T[PSR(q,p)} = 8¢p + 4(g + 2p) + 8. (14)
For example for 2 VN x VN 1-bit RAM with

crosstalks limited to rows and c¢olumns only we can
take for the BIST realization of pseudorandom test
g = N, blocks are rows and columns. Then, tak-
ing into account that M = 2v/N we have for the test
complexity

T{PSR(N,p)] = 2V N T[PSR(VN,p)} =

= 16Np+ 8N + 16v/Np+ 18VN, (15)

For N = 2?? and p = 32 and cycle time ¢ = 100ns
we have T' = 218.2s¢c.

The number of different combinations f(k) which
are generated at any k bits within a memory block does
not depend on the initial state of the cells. We can get a
good approximation of the PXT algorithm by increas-
ing the value of g which provides for any f(k),k £ ¢
by increasing a test complexity for any random inttial
contents.

The experimental results for average values of

P(k) = f(k)/2* for ¢ = 8 and ¢ = 32 for different




Table 6: Probability P(k} for pseudorandom tests
based on simulation of LFSR on ¢ = 8-bit block-under-

test
P k=2 1{k=3|k=4|k=6|k=28
1 1.00 | 0.841 | 0.607 | 0.248 | 0.086
2 1.00 | 4.917 | 0.717 | 0.324 { 0.115
4 1.00 | 0.972 | 0.849 | 0.444 ¢ 0.169
8 1.GO | 0.997 | 0.949 | 0.623 ; 0.265
16 {| 1.00 | 1.000 | 0.998 | 0.821 [ 0.441
32 | 1.00 | 1.000 | 1.000 | 0.847 | 0.651

Table 7: Probability P(k} for pseudorandom tests
based on simulation of LFSR on ¢ = 32-bit block-

under-test
7 k=2 | k=4 | k=6|k= E=10
1 1.00 | 0.611 | 9.247 | 0.086 | 0.027
2 1.00 | 0.718 | 0.321 | 0.115 | 0.036
4 1.00 | 0.857 | 0.447 | 0.170 | 0.055
8 1.00 | 0.959 | 0.634 | 0.265 | 0.092
16 1.00 | 0.991 |- 0.831 | 0.433 | 0.197
32 EO0 | 1.000 { 0.953 |1 0.581 | 0.325

p are shown in Table 6 and Table 7. As we can see
from Table 6 and Table 7, P(k) is very close to 1 for
k < log,p. We note that P(k) does not depend on
selection of k& positions within a block of g cells.

Thus, the pseudorandom circular test has a good
fault coverage for patiern sensitive faults for a small
size k, of neighborhood and a nonzero but decreasing
coverage for growing k |

Faults manrifesting themselves during intermediate
Read and Write operations are detected by observation
of distortions in final states of the block-under-test,

Probabilities of missing P,; a fault for CFi (1,0}, {1
, 1}, {1,0} and (|, 1} are shown in Table 8 and for CF},
(1,1) and {}, 1) in Table 9. As we can see all CF's are
detectable with the probability very close to I for p > 8.

it follows from Table 6 Table 7, Table 8 and Table g,
that by selecting ¢ = 32 and p = 16 we have all 2F test
vectors for any & < 4 bits within the block-under-test
and in addition to this the faull coverage for coupling
faults is very close to 100%. For a bit-oriented 2%%-bit
RAM with ¢ = 2n = 32, p = 16 and { = 100nsee.
the required testing time is 114.2sec. (see formula (16)
below) and 225.0sec. for 2-dim. (see formula (17}}.

Table 8: Aliasing probability Py for CFg (1,0}, {1
,1}, {1,0} and (|, 1) for pseudorandom tests based on
simulation of LFSR on a ¢-bit block-under-test

4 |} 0.604 | 0.375 [ 0.125 | 0.067 | 0.029
8 0.556 | 0.330 | 0.126 | 0.051 { 0.020
16 || 0.530 | 0.294 | 0.097 | 0.038 | 0.016
32 |[ 0.515 } 0.273 | 0.079 | 0.028 | 0.609

Table 9: Aliasing probability Py for CFyy, {1,1) and

(1,1} for pseudorandom tests based on simulation of
LFSR on a g-bit block-under-test

q P= 1 p=2]|p=3 p=4|p=5H
4 0.416 | 0.166 { 0.052 | 0.000 { 0.000
8 0.445 | 0.195 ! 0.081 [ 0.033 ) 0.013
16 || 0.471 | 0.223 § 0.103 | 0.047 | 0.020
32 |} 0.484 | 0.236 | 0.114 | 0.053 | 0.027

7 Hardware Implementation

Hardware tmplementation of the psezdorandom cir-
cular test patfern bit(word)-oriented memory testing
requires two{2m) flip-Hops, one(m) multiplexers and
one{(m) XOR gates for the test pattern generator,
one{m) multiplexers for mode contrcl and one signa-
ture analyzer per memory unit. For a small ¢ and
m = 1 the signature analyzer is an ¢-bit shift regis-
ter and for the general case it consists of an r < 32 bit
signature analyzer, a r-bit register and a comparator.
In many cases one can take r = m.

The complexity of a hardware implementation of the
test controller depends on the size N of memory, as well
as on the number of cells ¢ within the memory block.
For general case the complexity of test controller can
be estimated as O{log, N) + O(log, g). Details of these
hardware implementations are described in following
subsections.

7.1 Bit-Oriented RAM

The block diagram for the hardware implementa-
tion of the procedure PSR for bit-oriented RAM with
transparent testing is shown in Fig 2.

The RAM may operate in the normal computing
mode and in the transparent self-testing mode.

Transparent periodic testing of the RAM of Fig 2
1s divided into M (N, g, n) subsessions (see section 5),
where ¢ € N is the asize of a RAMs block used for
one subsession. Every subsesssion consists of the main
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Figure 2: Block diagram of the transparent self-testing
RAM

following steps.

1. Compute the signature for a initjal state of the
block of ¢ memories cells. For small ¢ (say ¢ < 32)
cells contents are written into a shift register {SA) (see
Fig. 2) and for larger ¢ SA is replaced by a primitive
r-bit LFSR. This stage requires ¢ memory cycles.

2. The block of ¢ memory cells operate as LFSR
described by primitive polynomial or reciprocal poly-
nomial.

3. Compute the signature of a new state of the block
and compare it with computed at step 1. For the RAM
shown in Fig. 2 this step requires comparison of the
contents of the memory block with the contents of §4
(see Fig. 2). This step requires ¢ cycles.

For the complexity T[PSR(N,q,n)] of & one test
session we have in a view of for 1-dim. Memory

TIPSR(N,2n,n)] < M(N,2n, n)T{PS‘R(Qn,p)] =

8
= (lﬁp+—n£+§+3)N, (16)

and for 2-dim. memory

T[PSR(N,4n,n)} = M(N, 4n, n)T{PSR(4n,p)l =

16p 8
= (32p + —Ef +—+16)¥, (17)

where T[PSR(2n,p)] and T[PSR(4n,p)] are the
complexities of PSR. |

A hardware implementation of 3 transparent self-
testing memory for a more common structure ofa W
words by m bits RAM consists of m stages of a tesi
Pattern generator TPG, an m-bit signature analyzer
(MISR), an m bit register (RG), and a comparator.
In this case ¢ words with m cells in a word are fested
simnultaneously in time. Asin the Previous case the self-
testing procedure requires M (N, q,n) subsessions and
the test complexity is determined by (16) and (17).
The only difference is that during steps 1 and 2 the
compaction of the contents of g memory words is im-
plemented by a MISR.

7.2 Word-Oriented RAM with On-line
Testing

An important feature of our approach is the ability
to combine off-line and on-line testing. For PSR pro-
cedure we can use op-line circultry for response evalu-
ation and fault manifestation. In this case we do not
need to calculate and compare the signatures.

For the case of parity check codes and €Ven m our
approach has a simple implementation shown in Fig. 3.
During the ofl-line test mode the presented design im-
plements the transformation of the memory word con-
tents for fault-free case within the parity code code-
words.

For a faully RAM, a memory word will be changed
to a noncode word. A manifestation of any fault
through the cyclic test pattern application can be de-
tected in the Read mode by the on-line parity check
circuit.

Thus, if the RAM bas the on-line test circuits, it can
be used for the off-line transparent self-testing proce-
dure and allow us to reduce hardware and time over-
heads for BIST. For the case shown in Fig 3 there is
one exira column for the parity check code and ap ad-
ditional circuit for on-line testing. To implement the
transparent off-line circular test pattern for the above
mentioned RAM (Fig. 3), we have to generate the circu-
lar test patterns generator for all columns of the RAM.

Comparing with the case of 2 word-oriented RAM,
we note that for the RAM with the on-line testing ca-
pability we do not need an m-bit MISR, m-bit register
end comparator, which simplifies the hardware imple-
mentation.

8 Conclusions

In this paper we have presented unjfied approach
for memory testing based on PS3(n,k) fault model and
pseudoexhaustive transparent memory testing and its
approximations by pseudorandorn cireular tests, It was
shown that proposed test procedures have high fault
caverage for simple faults, as well as for patfern sensi-
tive faults covered by PS(n,k) faults.
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Figure 3: Block diagram of a transparent self-testing
for RAM with on-line and off-line testing circuits

The results of the paper shows us the possibilities of
pseudoexhaustive memory testing for relatively smalin
and k and transparent memory testing by the circular
pseudorandom test patterns. It was shown that the
BIST implementations of the circular memory testing
have some atiractive features. The most important
among them are combined utilization of on-line and
off-line circuitry, low hardware and time overhead and
not destructive off-line testing.
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