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ABSTRACT

We present a framework for estimating non-localized sources of diffusion fields using spatiotemporal measurements of the field. Specifically in this contribution, we consider two non-localized source types: straight line and polygonal sources and assume that the induced field is monitored using a sensor network. Given the sensor measurements, we demonstrate, for each non-point source parameterization, how to reduce the source estimation problem to a system governed by a power series expansion that can then be efficiently solved using Prony’s method, in order to reconstruct the source. We then evaluate the proposed algorithms by performing some numerical simulations using both noiseless and noisy spatiotemporal sensor measurements of the field.

Index Terms—Diffusion fields, finite rate of innovation (FRI), sensor networks, spatiotemporal sampling, source estimation.

1. INTRODUCTION

The sensing of physical phenomena driven by mathematical models is an important application of sensor networks [1, 2]. Diffusion fields, for example, model accurately several real life phenomena encountered in biology, physics and engineering. Consequently the analysis of such fields from spatiotemporal sensor network measurements has received considerable research efforts in recent times [3–5]. In these contributions, the main focus has been on the centralized [6, 7] and distributed estimation [8–11] of point diffusion sources with instantaneous [7] or time-varying [5, 12] temporal evolutions. The point source model however is suitable for the diffusion source estimation problem when the size of the sources are several orders of magnitude smaller than the monitored region. This assumption however is otherwise invalid, for example, in temperature monitoring of multicore processors for load balancing, the sources may be better approximated by planar polygons (see [13]).

As a result we are concerned with the problem of reconstructing non-localized sources of diffusion fields given spatiotemporal sensor measurements of the induced field. In particular we will consider two typical spatial distributions for diffusion sources – i.e. straight line sources and convex polygonal sources. Then we will propose suitable, noise robust, source reconstruction schemes from spatiotemporal samples of the field. To achieve this, we will assume we have access to some generalized measurements of the field. In the point source distribution case, it has been shown in [5] that, these generalized measurements are governed by a power series expansion in the unknown point source parameters as such can be solved efficiently using Prony’s method. When the unknown sources are spatially non-localized however, the power series expansion of the generalized measurements no longer holds true. In this paper we demonstrate using techniques from complex analysis that it is possible to properly modify the generalized measurements in such a way that we obtain a new power series expansion. This new series expansion can then be solved using Prony’s method to recover simultaneously the endpoints (for a line source) or the vertices (for a convex polygonal source) as well as the activation time of the diffusion source.

The remainder of this paper is organized as follows. In Section 2 we provide useful parameterizations of the non-localized sources of interest and hence formally state the diffusion source reconstruction problem. Section 3 presents a derivation of the proposed method. Numerical simulations are given in Section 4 to validate the performance of the proposed scheme. We finally conclude the article in Section 5.

2. PROBLEM FORMULATION

We consider the problem of estimating the sources of diffusion fields using spatiotemporal samples of the field. In this contribution we are concerned with non-localized sources of diffusion fields, with the intention of fully estimating their geometry/shape and the activation times. Recall that a diffusion field \( u(x, t) \) at location \( x \in \mathbb{R}^2 \) and time \( t \), induced by some unknown source distribution \( f(x, t) \) within a two-
dimensional region $\Omega$ will propagate through $\Omega$ according to the diffusion equation,
\[ \frac{\partial}{\partial t} u(x, t) = \mu \nabla^2 u(x, t) + f(x, t), \tag{1} \]
where $\mu$ is the diffusivity of the medium $\Omega$. The theory of Green’s functions allows us to obtain solutions of the PDE (1) according to:
\[ u(x, t) = (g * f)(x, t), \tag{2} \]
where $g(x, t) = \frac{1}{4\pi \mu t} e^{-\frac{|x|^2}{4\pi \mu t}} H(t)$ is the Green’s function of the two-dimensional diffusion field, and $H(t)$ is the unit step function. A consequence of (2) is that the entire field $u(x, t)$ may be perfectly reconstructed provided the source distribution $f(x, t)$ is known exactly. This is why we focus, herein, on recovering $f(x, t)$ using spatiotemporal samples of its induced field.

![Fig. 1: Non Localized Sources in $\Omega$.](image)

We parameterize the sources we are interested in estimating. Specifically,

1. **Straight Line Source:** parameterized as follows
\[ f(x, t) = c L(x) \delta(t - \tau), \tag{3} \]
where $c, \tau \in \mathbb{R}$ are the intensity and activation time respectively, and $L(x) \in \Omega$ describes a line coinciding with the position of the straight line source. In this case, clearly the geometry of the source is uniquely defined by its endpoints, i.e. the pair $\xi_1, \xi_2 \in \Omega$, with $\xi_1 = (\xi_{1,1}, \xi_{2,1})$ and $\xi_2 = (\xi_{1,2}, \xi_{2,2})$.

2. **Convex Polygonal Source:** these are characterized by their spatial and temporal characteristics as follows:
\[ f(x, t) = c F(x) \delta(t - \tau), \tag{4} \]
where $c, \tau \in \mathbb{R}$ are the intensity and activation time respectively, and $F(x) \in \Omega$ is the region describing the location and shape of the convex polygonal diffusion source. Such a convex region $F(x)$ is uniquely specified by its vertices, that is, the collection $\{\xi_1, \xi_2, \ldots, \xi_M\}$, with $\xi_m = (\xi_{1,m}, \xi_{2,m}) \in \Omega$ (see also Figure 1).

3. **NON-LOCALIZED SOURCE RECOVERY**

We now outline our proposed schemes for recovering non-localized source distributions (3) and (4) respectively, assuming access to the following generalized measurements:
\[ Q(k, r) = \langle \Psi_k(x) \Gamma_r(t), f \rangle = \int_{\Omega \times t} \Psi_k(x) \Gamma_r(t) f(x, t) dt dV, \tag{5} \]
where $\Psi_k(x) = e^{-k(x_1 + jx_2)}$ and $\Gamma_r(t) = e^{-jrt/T}$, with $k, r \in \mathbb{N}$; the reason for this choice will become apparent in what follows. Specifically, we show that the above sequence of integral measurements may be appropriately modified to obtain a new sequence that is governed by a power sum series, and as such can be efficiently solved using Prony’s method [14–16], to recover the unknown source parameters. We then demonstrate in Section 3.3, how to obtain such generalized measurements $\{Q(k, r)\}_{k, r}$ from the spatiotemporal field samples.

3.1. **Analytic Recovery of Line Sources**

In what follows we demonstrate how to recover the unknown straight line source parameters $(c, \tau, \xi_1, \xi_2)$ from the generalized measurements $Q(k, r)$.

**Proposition 1.** Let $\Psi_k(x)$ be the analytic function $\Psi_k(x) = e^{-k(x_1 + jx_2)}$, where $k = 1, 2, \ldots, K$ with $K \geq 4$ and let $\Gamma_r(t) = e^{-jrt/T}$, where $r = 0, 1, \ldots, R$ and $R \geq 1$, then the generalized measurements $Q(k, r)$ in (5) can be used to recover jointly, the unknown line source intensity, location and activation time.

**Proof.** We begin the proof by considering the expression (5) and substitute the source parameterization (3) as follows:
\[ Q(k, r) = \langle \Psi_k(x) \Gamma_r(t), f \rangle = \int_{\Omega \times t} \Psi_k(x) \Gamma_r(t) f(x, t) dt dV \]
\[ = c \int_t \Gamma_r(t) \delta(t - \tau) dt \int_{\Omega} \Psi_k(x) L(x) dV \]
\[ = c \Gamma_r(\tau) \int_{L(x)} \Psi_k(x) dS, \tag{6} \]
the last equality follows from the fact that $L(x)$ is only non-zero along the shortest line joining the endpoints $\xi_1$ and $\xi_2$. Next given a parametric representation of the line segment such as
\[ L(x(\theta)) : \begin{cases} x_1(\theta) = (1 - \theta) \xi_{1,1} + \theta \xi_{1,2} \\ x_2(\theta) = (1 - \theta) \xi_{2,1} + \theta \xi_{2,2} \end{cases}, \theta \in [0, 1], \tag{7} \]
we have that
\[ \int_{L(x)} \Psi_k(x) dS = \int_0^1 \Psi_k(x(\theta)) \sqrt{\left(\frac{dx_1}{d\theta}\right)^2 + \left(\frac{dx_2}{d\theta}\right)^2} d\theta \]
\[ = \sqrt{(\xi_{1,2} - \xi_{1,1})^2 + (\xi_{2,2} - \xi_{2,1})^2} \int_0^1 \Psi_k(x(\theta)) d\theta \]
\[ = \ell(\xi_1, \xi_2) \left( e^{-k(\xi_{1,2} + j\xi_{2,2})} - e^{-k(\xi_{1,1} + j\xi_{2,1})} \right). \]
Thus
\[ \int_{L(x)} \Psi_k(x) dS = -\frac{1}{k} \ell(\xi_1, \xi_2) \sum_{m=1}^{2} (-1)^m e^{-k(\xi_1, m + j \xi_2, m)}. \]
where \( \ell(\xi_1, \xi_2) = \frac{\sqrt{(\xi_1 - \xi_2, 1)^2 + (\xi_2 - \xi_1, 1)^2}}{\xi_1, 2 - \xi_2, 2}. \) Substituting (8) into (6) and recalling that \( \Gamma_r(t) = e^{-jrt/T} \) yields the following power sum series,
\[ -kQ(k, r) = \ell(\xi_1, \xi_2)ce^{-jrt/T} \sum_{m=1}^{2} (-1)^m e^{-k(\xi_1, m + j \xi_2, m)}. \]
Thus the unknowns \( \{c, \xi_1, \xi_2\} \) can be recovered from the sequence \( \{-kQ(k, r)\}_{k=1}^{K} \) using Prony’s method provided \( K \geq 4 \), whilst \( \tau \) can be recovered from \( \{-kQ(k, r)\}_{r=1}^{R} \) providing \( R \geq 1 \).

3.2. Analytic Recovery of Polygonal Sources

We now outline how to estimate the unknown parameters \( c, \tau \) and \( \{\xi_m\}_{m=1}^{M} \) for an \( M \)-sided convex polygonal diffusion source given access to the generalized measurements \( Q(k, r) \).

We firstly state the following lemmas that will be useful in proving the scheme for recovering polygonal sources.

**Lemma 1.** Let \( \Psi_k(x) = e^{-k(x_1 + j x_2)} \), then
\[
\Psi_k(x) = \frac{1}{k^2} \Psi_k''(x),
\]
where \( (\cdot)'' \) is used to denote the derivative with respect to the complex variable \( \cdot + j x_2 \).

**Proof.** Follows from two applications of the complex derivative (w.r.t the complex variable \( \cdot + j x_2 \)).

**Lemma 2.** Let \( \Psi_k(x) \) be analytic inside the convex polygon \( F(x) \), with vertices \( \{\xi_m\}_{m=1}^{M} \), then [17]
\[
\int_{\partial F(x)} \Psi_k''(x) dV = \sum_{m=1}^{M} a_m \Psi_k(\xi_m).
\]

**Proof.** For a proof of this lemma, see [17–19]}

**Proposition 2.** Let \( \Psi_k(x) \) be the analytic function \( \Psi_k(x) = e^{-k(x_1 + j x_2)} \), where \( k = 1, 2, \ldots, K \) with \( K \geq 2 \) and let \( \Gamma(t) = e^{-jrt/T} \), where \( r = 0, 1, \ldots, R \) and \( R \geq 1 \), then the generalized measurements \( Q(k, r) \) in (5) can be used to recover jointly, the unknown intensity, vertices and activation time of an \( M \)-sided polygonal diffusion source.

**Proof.** Consider now the expression (5) and substitute the source parameterization (4) as follows:
\[
Q(k, r) = \langle \Psi_k(x) \Gamma_r(t), f \rangle = \int_{\Omega} \int_{t} \Psi_k(x) \Gamma_r(t) f(x, t) dt dV
\]
\[
= c \int_{t} \Gamma_r(t) \delta(t - \tau) dt \int_{\Omega} \Psi_k(x) F(x) dV
\]
\[
= c \Gamma_r(\tau) \int_{F(x)} \Psi_k(x) dV
\]
\[
= c \Gamma_r(\tau) \int_{F(x)} \frac{1}{k^2} \Psi_k''(x) dV
\]
\[
= \left( \frac{1}{k^2} c \Gamma_r(\tau) \sum_{m=1}^{M} a_m \Psi_k(\xi_m) \right)
\]
where the equality (i) follows from Lemma 1 and (ii) from Lemma 2. Multiplying through by \( k^2, k \neq 0 \) and substituting the expressions for \( \Psi_k(x) \) and \( \Gamma_r(t) \) gives
\[
k^2 Q(k, r) = cc^{-jrt/T} \sum_{m=1}^{M} a_m e^{-k(\xi_1, m + j \xi_2, m)}
\]
which is again a coupled power sum series. Thus the unknowns of the \( M \)-sided polygonal diffusion source can be recovered from \( \{Q(k, r) : k = 1, \ldots, K, r = 0, \ldots, R\}_{k, r} \) using Prony’s method provided \( K \geq 2 \) and \( R \geq 1 \).

3.3. Computing the Generalized Measurements \( Q(k, r) \)

In the section we discuss how to stably obtain the desired generalized measurements \( Q(k, r) \) from measurements of the field. This process has been outlined in [5], however we provide a summary herein for completeness. To begin we relate, using Green’s second theorem, measurements of the diffusion field \( u(x, t) \) along an arbitrary contour \( \partial \Omega \) to the measurements of the field within the contour as follows:
\[
\int_{\partial \Omega} (\Psi_k \nabla u - u \nabla\Psi_k) \cdot \hat{n}_{\partial \Omega} dS = \int_{\Omega} (\Psi_k \nabla^2 u - u \nabla^2 \Psi_k) dV,
\]
where \( \hat{n}_{\partial \Omega} \) is the outward pointing unit normal vector to the boundary \( \partial \Omega \). \( \Omega \) is the region enclosed by the contour \( \partial \Omega \) and \( \Psi_k \) is a function chosen to satisfy \( \frac{\partial \Psi_k}{\partial t} + \mu \nabla^2 \Psi_k = 0 \).

Specifically, this choice of \( \Psi_k(x) \) reduces (13) to
\[
\int_{\partial \Omega} \frac{\partial}{\partial t} (u \Psi_k) dV - \mu \int_{\partial \Omega} (\Psi_k \nabla u - u \nabla \Psi_k) \cdot \hat{n}_{\partial \Omega} dS = \int_{\Omega} \Psi_k f dV,
\]
when we substitute (1) and \( \nabla \Psi_k = -\frac{1}{\mu} \frac{\partial \Psi_k}{\partial t} \) into (14) and rearrange. Moreover this PDE is satisfied by any time-independent analytic function, as a result and for stability purposes we choose \( \Psi_k(x) = e^{-k(x_1 + j x_2)} \). Next multiply both sides of (14) by a temporal sensing function \( \Gamma(t) \) and then time-integrate over \( t \in [0, T] \) to obtain,
\[
\int_{\Omega} \int_{0}^{T} \Psi_k(x) \Gamma_r(t) f(x, t) dt dV = \int_{\Omega} \Psi_k(x) \hat{U}(x, T) dV
\]
\[
- \mu \int_{\partial \Omega} (\Psi_k(x) \nabla U(x, T) - U(x, T) \nabla \Psi_k(x)) \cdot \hat{n}_{\partial \Omega} dS,
\]
where \( \hat{U}(x, T) = \Gamma(T) u(x, T) - \int_{0}^{T} \frac{\partial U(x, t)}{\partial t} u(x, t) dt \) and \( U(x, T) = \int_{0}^{T} \Gamma(t) u(x, t) dt \). By comparing equation (15)
with (5), we observe that \( Q(k, r) = \int_{\Omega} \Psi_k(x) \hat{U}(x, T) \, dV - \mu \oint_{\partial\Omega} (\Psi_k(x) \nabla \hat{U}(x, T) - \nabla \hat{U}(x, T) \cdot \hat{n}) \, dS \). Consequently, the generalized measurements can be obtained from the diffusion field \( u(x, t) \). However, given only spatiotemporal samples \( \varphi_{n,l} \), the generalized measurements have to be approximated numerically from them. In particular, \( \Phi_n(t_L) \equiv U(x_n, t_L) \) and similarly \( \Phi_n(t_L) \equiv U(x_n, t_L) \) can be numerically computed from the temporal measurements \( \{\varphi_{n,l}\}_{l=0}^L \) of the \( n \)-th sensor. The spatial integrals can then be approximated from the quantities \( \{\Phi_n(t_L)\}_{n=1}^N \) and \( \{\hat{\Phi}_n(t_L)\}_{n=1}^N \) using standard quadrature techniques as discussed in [5].

The field due to the non-localized sources have been simulated using COMSOL Multiphysics and spatiotemporal samples are obtained at arbitrary spatial locations. Specifically we simulate the field due to a straight line diffusion source in Figure 3 and a triangular source in Figure 4; in both cases the sources are assumed to be instantaneous in time – we use a COMSOL’s built-in Gaussian pulse function ‘gp1 ()’ with a standard deviation of \( \sigma = 0.0025 \) to simulate a delta.

Having obtained the measurements using COMSOL, on this data we apply the proposed algorithms to reconstruct the non-point diffusion source spatially. The results of these simulations are summarized in Figure 2, we can see that both source types have been accurately reconstructed from the noiseless field measurements. Furthermore, in order to investigate the robustness of the proposed algorithms to noise, we artificially corrupt the measurements with additive white Gaussian noise and employ the proposed non-point source reconstruction algorithms. We perform 10 independent trials using noisy data. For each independent trial we use a new realization of sensor placement and a new sensor noise process. As can be seen in Figures 3 and 4, the unknown source parameters of interest (specifically the vertices and source activation times) are recovered fairly reliably in this noisy setting. Given noiseless field measurements, the non-point sources are reconstructed almost perfectly (see Figure 2).

![Figure 2](image1)

(a) Line source estimation using 45 sensors. (b) Triangular source estimation using 90 sensors.

**Fig. 2:** Non-point source estimation using noiseless spatiotemporal measurements obtained by arbitrarily placed sensors. Field sampled at 10Hz for \( T = 7s \). For the temporal sensing function family, \( R = 5 \); (a) \( K = 4 \), and (b) \( K = 6 \).

4. SIMULATION RESULTS

The field due to the non-localized sources have been simulated using COMSOL Multiphysics and spatiotemporal samples are obtained at arbitrary spatial locations. Specifically we simulate the field due to a straight line diffusion source in Figure 3 and a triangular source in Figure 4; in both cases the sources are assumed to be instantaneous in time – we use a COMSOL’s built-in Gaussian pulse function ‘gp1 ()’ with a standard deviation of \( \sigma = 0.0025 \) to simulate a delta.

![Figure 3](image2)

(a) Location estimates. (b) Activation time estimates.

**Fig. 3:** Line source estimation using noisy spatiotemporal measurements obtained by 45 arbitrarily placed sensors. Field sampled at 10Hz for \( T = 10s \), measurement SNR = 20dB. For the spatial and temporal sensing functions family, \( K = 6 \) and \( R = 5 \) respectively.

![Figure 4](image3)

(a) Location estimates. (b) Activation time estimates.

**Fig. 4:** Triangular source estimation using noisy spatiotemporal measurements obtained by 90 arbitrarily placed sensors. Field sampled at 10Hz for \( T = 10s \), measurement SNR = 35dB. For the spatial and temporal sensing functions, \( K = 9 \) and \( R = 8 \) respectively.

5. CONCLUSIONS

In this paper we have presented algorithms for the recovery of non-localized sources of diffusion fields from spatiotemporal samples of the field observed through sensor networks. In particular, we have shown how this estimation problem can be reformulated as a non-linear system that can be efficiently solved for the unknown source parameters using Prony’s method. In so doing, we were able to devise suitable recovery algorithms depending on the source shape. We also verified the proposed schemes through numerical simulations, our simulations confirm that we are able to recover the unknown parameters from the noisy field samples.
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