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“... she encased the substance of the brain, which she had made soft and fluid,
with a hard earthen casing. She had decided to employ a soft and transparent
material in creating the brain, so that the images of things might impress them-
selves more easily upon it. Then, dividing the whole cavity of the skull into three
chambers, she assigned these to the three functions of the soul. In the frontal
chamber provision was made for imagination to receive the shapes of things,
and transmit all that it beheld to reason. Memory’s chamber was set at the
very back of the head, lest, dwelling at the threshold of perception, she should be
troubled by a continual invasion of images. Reason dwelt between these two, to
impose its firm judgment on the workings of the others. She also set the organs
of sensory perception close about the palace of the head, that judging intellect
might maintain close contact with the messenger senses. [...]

Sound emerges from the windpipe and stirs the still air. Once aroused, the
agitation spreads, until the last wave of motion slackens, having attained its
limit and been drawn out to its full extent. Air provides the substance, and
the instrument of speech the form; from these two sound derives the shape and
essence of speech. For the tongue forges sounds to the form and image of speech
and serves as a hammer in the process. Shaped by its efforts, the articulated
substance of speech travels to the open ears. Having first been admitted to the
ear as though to the outer vestibule, the voice calls out and is admitted to the
inner rooms. The ear keeps outside the rhythm and the resonance of the words,
but the thought signified gains admittance. The ear interprets what comes from
without, the tongue reveals what is within; and each requires the aid of the other.
The channel of the ear is tortuous, lest cold air should pass by too open a path
to the brain. Nature feared for its frail condition, and so a winding path leads
inward from the curving shore.”

Bernardus Silvestris, Cosmographia (circa 1146), ”Microcosmos”, Chapters
XIII, XIV (translated from the Latin by Winthrop Wetherbee).
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Abstract

This thesis reports modeling and experimental work investigating brain function dur-

ing speech production. In particular, the modeling work investigates speech motor control

and development in the presence of neural transmission and sensory delays. Prior mod-

els addressing speech production phenomena did not consider these delays and could not

explain timing data from experiments involving perturbation to speech articulators while

speaking. The modeling section of this thesis extends the DIVA model of speech produc-

tion by mapping components of the model to different brain regions and adding realistic

delays between these regions. Introducing these temporal constraints necessitates a re-

consideration of how the model learns and controls the speech articulators. These issues

are addressed in two ways: first, by separating the model into feedforward and feedback

subsystems; second, by involving the cerebellum. Simulations using simple modifications

of an existing cerebellar model demonstrate cerebellar contributions to learning in the feed-

forward subsystem and to temporal alignment of delayed sensory feedback with internal

sensory expectations that arise during execution of speech in the feedback subsystem. The

extended speech production model can simulate utterances from a speaker and temporal

data from perturbation experiments, and generates predictions that can be tested using
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functional magnetic resonance imaging (fMRI) and psychophysical experiments.

Functional imaging studies of speech production have concentrated primarily on word

production and linguistic aspects of speech communication. The experimental component

of the thesis investigates brain regions involved in overt speech production of simple syl-

lables and two-syllable nonsense words using fMRI. Statistical analyses of the fMRI data

collected from normal speakers of American English reveal activity in a large network of

brain regions, even for the simplest utterances (e.g., “ba”, “oo”). Further analysis con-

cludes that the cerebellum was notably active, first, during consonant-vowel production

(e.g., “ba”), which requires stricter timing compared to vowel production, and secondly,

during bisyllabic production (e.g., “pihdih”), which requires sequencing. Statistical anal-

yses of data collected from ataxic dysarthrics (subjects with cerebellar damage) reveals

bilateral activity in premotor cortex in contrast to normal subjects’ lateralized activity in

the left hemisphere. This suggests that the right premotor cortex may be compensating

for the lack of cerebellar activity.
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Chapter 1

INTRODUCTION

1.1 Hypothesis

This dissertation extends the DIVA (Directions Into Velocities of Articulators) model of

speech production (Guenther et al., 1998; Guenther, 1995, 1994). More specifically, it ad-

dresses the role of the cerebellum and neural transmission delays in speech production.

Speech production is a complex cognitive task that engages many different parts of the

brain. The task involves a hierarchical structure of execution that extends from the formu-

lation of syntactically and semantically organized sentences or phrases to the production of

phonemes. The majority of experimental research regarding the neural bases of speech has

been concerned with the linguistic components of speech communication. The intent of the

present work is to focus on the neural control of the production of elementary phonetic units

(e.g., syllables) and, in particular, to explore the role of the cerebellum in coordinating the

temporal characteristics evident during production of these units.

The general hypothesis is the following: the neural basis for speech production is a

corticocortical network that is rich in representation but limited in some aspects of perfor-

mance, and therefore a cerebellar component is necessary to refine the timing of produc-

tions. On the assumption that the cerebellum functions as a context-dependent adaptive

subsystem, the specific hypothesis of this thesis is that it supplements feedback processing

in the cerebral cortex with feedforward execution. The feedback processing in cerebral

cortex utilizes mismatch between the sensory (in this case auditory and somatosensory)

expectations of an action (such as speaking) and the actual sensory feedback. But such

feedback-based control is too slow for the rapid movements of the vocal tract that are

necessary for conversational speech. It is hypothesized that the cerebellum preempts the

1
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cortical, feedback-based control commands by providing feedforward commands that are

well-timed.

Experimental observations point to the involvement of the cerebellum in a wide variety

of motor and cognitive tasks. The cerebellum has a uniquely uniform neurophysiological

architecture and widespread connectivity to and from cerebral cortex. Based on these facts,

Dow and Moruzzi (1958) conjectured that it ”may be utilized, alone or in combination, for

quite different purposes.” Several models of the cerebellum connect it with timed prediction

specifically: it learns to produce proper responses or outputs at appropriate times when

provided with a certain context or input. The Recurrent Slide and Latch (RSL) model

(Rhodes and Bullock, 2002) is one such model. This study modifies the RSL model to

extend its functionality so that it can be used in a more general theory of cerebellar

involvement in brain function. But the main purpose of this dissertation is to use the

modified cerebellar model to extend the DIVA model of speech production. In other words,

the cerebellar model in the extended DIVA model is based on a modification of the RSL

model of cerebellar timing. This extension is necessary because the current version of DIVA

does not take into account delays, does not contain a feedforward component of the form

explored in this dissertation1, and does not have an explicit cerebellar component.

The hypothesis in the specific context of speech production is therefore the follow-

ing. Early in speech development, the feedback mechanism is the driving force while the

feedforward system develops as it learns from the feedback system. Gradually there is a

transfer of control from the feedback to the feedforward system. In a mature speaker, the

system typically relies on the feedforward controller for production. However, in the case

of perturbations, whether auditory or somatosensory, only the feedback system provides

information about the perturbation. Changes in the vocal tract length and shape during

development might also be thought of as perturbations. Here also the feedback system

1The current DIVA model uses an internal model to predict sensory consequences of motor behavior and
uses the difference between the targeted and predicted consequence to drive motor output. This is referred
to as model-predictive control, that is feedback control using an internal model of the motor to sensory
transformation. Since this type of control does not utilize actual feedback, it can be thought of as a form
of feedforward control.
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monitors changes in sensory feedback and provides information to update the feedforward

controller appropriately. In this study another kind of disruption of the normal speech

process is investigated in an experiment conducted using functional Magnetic Resonance

Imaging (fMRI): a cerebellar disorder called ataxic dysarthria. Ataxic dysarthria is a cere-

bellar disorder that results in speech motor control deficits, particularly in problems with

timing. The experiment compares and contrasts the brain activity of normal subjects to

that of individuals diagnosed with ataxic dysarthria when uttering simple phonetic units

of speech. The newly extended DIVA model is used to interpret the results from the

experiment.

In short, this research has been guided by the following questions. How does the central

nervous system (CNS) efficiently combine feedforward and feedback processes for speech

production? How do regions of the CNS differ in activity when producing different types

of simple phonetic elements that do not contain syntactic information? How does this

behavior change in the absence of a functional cerebellum? How does the proposed model

explain the differences? The study integrates existing knowledge of cerebellar function from

electrophysiological and imaging experiments, from the modeling literature, anatomical

and clinical observations, and from the findings of the fMRI experiment, into the extended

DIVA model.

1.2 Motivation

Relatively little was known about brain function during speech and language tasks until

the late 1980’s. The recent advent of functional brain imaging techniques that are safe

for use on human subjects has led to an explosion in the amount of data concerning brain

activity during speech and language tasks since that time. As these data accumulate, it is

becoming increasingly important to have a modeling framework within which to interpret

data from the various studies. Without such a framework, these important data can seem

like a random set of information points rather than a coherent description of the neural

processes underlying speech.
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Perhaps the most comprehensive current model of speech production to date is DIVA.

To date, however, DIVA has primarily been used to explain psychophysical observations

without addressing the underlying neural processes and areas in detail. Like most models of

motor control, it avoids the crucial timing issues related to delays in sensory feedback and

varied neural conduction velocities that cause transmission delays in the nervous system.

The intent in this dissertation is to extend the DIVA model so that it can provide a

framework in which to address the brain imaging data, as well as issues of motor control

such as timing and transmission delays. The model can guide more pertinent research

questions and experiments in the future.

1.3 Organization of dissertation

This dissertation is divided into two parts. The first part presents the enhanced DIVA

model of the temporal dynamics of speech production. Chapter 2 provides the background

for the dissertation. After reviewing the literature on imaging studies of speech, it ad-

dresses key issues in neurophysiological control theory, such as controlling in the presence

of transmission delays, feedback delays and sensor noise. In Chapter 3 appropriate control

mechanisms and corresponding neural substrates are brought to bear on speech production

by extending the DIVA model. First, the earlier versions of the DIVA model are reviewed,

and then the extended DIVA model is presented, along with a description and simulation

of the behavioral phenomena related to normal speech sequences that are explained by the

model. The dissertation turns specifically to the cerebellum in Chapter 4. After presenting

a review of cerebellar neuroanatomy, neurophysiology and models, it proposes a revised

model of the cerebellum (which is not specifically related to speech), as well as simulations,

using that model, of interactions between cerebellum and cerebral cortex. The chapter ends

with a discussion of how this cerebellar model addresses timing and learning issues in the

new DIVA model.

The second part of the dissertation experimentally explores brain function during speech

production by contrasting individuals with and without ataxic dysarthria. Chapter 5
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reviews the literature on ataxic dysarthria. Chapter 6 then presents the fMRI experiment

that was conducted specifically for this study. Results for both normal speakers and ataxic

dysarthrics are then presented, including comparisons between the two subject groups.

Finally, these results are interpreted using the DIVA model.

The last chapter summarizes the findings, points to alternative models and hypothe-

ses, proposes further experiments to test certain assumptions in the model, and identifies

directions for future research of speech production using the DIVA model.



Chapter 2

FUNCTIONAL NEUROANATOMY OF SPEECH AND

ISSUES IN NEUROPHYSIOLOGICAL CONTROL

THEORY

2.1 Introduction

The purpose of this chapter is to provide an overview of the brain areas involved in speech

production and the speech motor control issues that arise from neural transmission delays.

The first part of this chapter provides a review of brain areas involved in speech production

and perception as revealed by functional imaging studies. These studies are discussed in

terms of mechanisms hypothesized to be part of the speech production and perception

network. The second part of this chapter discusses issues in neurophysiological control

theory. In particular, it deals with motor control in the presence of transmission delays,

feedback delays and noise in sensor feedback.

2.2 Review of functional neuroanatomy of speech

A model of speech production in the brain necessarily involves interaction among a variety

of sensory and motor regions. These regions are involved in learning, monitoring the

result of production and the external environment and transferring information between

them as they carry out speech. The DIVA model (described in Chapter 3) draws on

data from a variety of experimental studies describing the functional organization of brain

areas. The purpose of the following paragraphs is to provide an overview of experimental

observations of the brain areas and hypothesized brain mechanisms involved in production

and perception.

6
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2.2.1 Brain regions involved in production and perception

A meta-analysis of ’word production’ studies (Indefrey and Levelt, 2004) identified several

regions of the brain that may be involved in the neural control of speech. The bilat-

eral sites of activation included the superior temporal gyrus, ventral precentral gyrus, the

supplementary motor area (SMA), ventral postcentral gyrus, thalamus and medial and

lateral cerebellum. In addition, left middle temporal gyrus, left fusiform gyrus, left pos-

terior inferior frontal gyrus, left dorsal precentral gyrus, left anterior insula, left anterior

and middle cingulum, left lingual gyrus and left lenticular nucleus were also involved for

some tasks. While the analysis did not mention supramarginal gyrus or the angular gyrus,

these gyri may be involved with sensory aspects of the production mechanism. The neu-

roimaging studies described in the rest of this section demonstrate that the brain areas

considered in the model are indeed observed to be active in functional imaging experi-

ments of speech production, including the experiments described in the second part of this

dissertation. Figure 2·1 illustrates the substantial network of involved regions from the

metanalysis mentioned before. Figure 2·2 shows results from experiments described later

in this dissertation highlighting similarities and differences with the meta-analysis.

The DIVA model describes the coordination of speech as an interaction among brain ar-

eas corresponding to the sensory perceptual system and motor production system. Several

studies have described brain regions that are active during both production and percep-

tion, implying a common interface for the two tasks (Hickok et al., 2003; Heim et al.,

2003). A common network for language comprehension and production was revealed by

the conjunction analysis from a PET study (Papathanassiou et al., 2000). The network

comprised the left inferior frontal gyrus, left posterior superior temporal sulcus, extend-

ing to the posterior planum temporale but excluding the supramarginal and angular gyri,

and anterior left inferior temporal gyrus at the junction with the anterior fusiform gyrus.

Lateral and inferior parts of the right cerebellar cortex were also included. The authors

considered these areas to serve as conservative anatomofunctional definitions of Broca’s,

Wernicke’s and basal language areas. However, a different study (Etard et al., 2000) re-
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Figure 2·1: The figure shows brain regions that are considered reliably active (red) or inactive(blue)
from a meta-analysis of word production studies [Adapted from Indefrey and Levelt (2004)].

ported that speech production does not necessarily involve the Wernicke-Broca language

network. A conjunction analysis of naming and verb generation showed a common network

including the ventral visual pathway for object recognition, bilateral anterior insula, SMA

and precentral gyrus for coordination, planning and overt word production.

2.2.2 Learning and practice

During development, the speech production and perception networks undergo a multi-

tude of changes. There seems to be an established timeline of development of different

capabilities of the system (Vihman, 1996). Using fMRI, Dehaene-Lambertz et al. (2002)

demonstrated the activation of left-lateralized brain regions in 3-month old infants similar

to those of adults when exposed to normal speech compared to reversed speech. The ac-

tivity in these regions, which include the superior temporal and angular gyri, suggests the
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Figure 2·2: The figure shows brain regions that are significantly (p < 0.001 regional level) active
(red) and inactive (blue) based on the results of a speech production experiment conducted for this
dissertation (the results are described later in Chapter 6). See Appendix A for an explanation of
labels.
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formation of the perceptual network before speech is produced. Goffman and Smith (1999)

showed that in children speech movements reflect phonetically distinctive patterns by 4

years of age. A variability analysis indicated “that the stability of underlying patterning of

the movement sequence improves with maturation.” For fine motor control such as hand-

writing, there is a steady progression of reduction in amplitude and increase in speed during

learning of movements (Hamstra-Bletz and Blote, 1990; Zesiger et al., 1993). If the same

perceptual outcome is achieved, lower movement amplitudes with practice demonstrate an

increase in efficiency as it requires less effort to move a shorter distance. A similar effect

has been observed in kinematic studies of speech. Several studies found increases in move-

ment speed and reductions in amplitude and variability through development (Sharkey and

Folkins, 1985; Smith and Gartenberg, 1984; Smith and McLean-Muse, 1987). The effect

of practice was evident in an imaging study, in which silent (subvocal) recitation of names

of the months of the year showed concurrent activity in the right cerebellar hemisphere,

the SMA and left motor strip (Ackermann et al., 1998). The authors assumed that highly

over-learned word strings pose few demands on controlled response selection and therefore

concluded that the observed cerebellar and SMA activation is related to articulatory lev-

els of speech production rather than to cognitive operations. This suggests a role of the

cerebellum and the SMA in coordinating articulation of practiced utterances.

2.2.3 Performance monitoring

The DIVA model assumes that speech production is self-monitored and that this moni-

toring is used to tune the production system. However, the literature is still unclear as

to the exact mechanism used for self-monitoring (see Postma 2000, for an evaluation of

monitoring mechanisms) and how the result of monitoring is used to refine functionality.

One particular method that has been used for determining the neural bases of monitoring

is delayed auditory feedback (DAF) (Stuart et al., 2002). An fMRI study (Hashimoto and

Sakai, 2003) showed activations of bilateral superior temporal gyrus (STg), supramarginal

gyrus, and middle temporal gyrus during DAF compared to normal, fast and slow rates
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of speaking under normal feedback. It also showed a correlation between STG activity

and the degree of dysfluency for all subjects. Based on other results, that study concluded

that temporo-parietal regions behave “as a conscious self-monitoring system to support an

automatic speech production system.” In a study using noise-masking (Oomen et al., 2001)

it was shown that noise-masked productions in Broca’s aphasics contain a lower number of

errors compared to productions with unmasked auditory feedback. The number of errors

was also lower than the number of errors made by normal subjects with normal auditory

feedback. These findings were taken to indicate that Broca’s aphasics do not rely on ex-

ternal feedback and use some prearticulatory monitoring mechanism for correcting errors.

This would indicate the existence of a mechanism in addition to feedback monitoring for

speech production. Prearticulatory monitoring will not be treated in the dissertation.

2.2.4 Inter-region communication

The concept of “mirror neurons” (di Pellegrino et al., 1992; Rizzolatti et al., 1996a) was

established from experiments showing neurons in the premotor areas that fired during

various motor actions performed by the subject and also during observations of the same

actions performed by others. These neurons were therefore hypothesized to be the link

between the sensory systems and the motor systems. Since then, imaging studies have

shown sensory areas being activated during motor actions, as well as motor areas being

active in response to sensory observations relating to motor actions without actual motor

output (see below). The consequences of such a system have a very significant impact

on cognitive operation as it allows a bidirectional mapping or association between actions

and their sensory consequences. In the DIVA model, this mirror system is tuned during

development and is used to represent sound targets for speech production.

The following studies showed that overt production (versus listening to a recording of

the production) has a modulatory effect on auditory cortex possibly due to the connection

between premotor and auditory cortices as described in the model (see Section 3.3.1). Overt

speech production and whispering reduced the amplitude of auditory brain stem evoked
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responses (Papanicolaou et al., 1986) and left cortical hemisphere responses (Papanicolaou

et al., 1983) when compared to the responses from listening to external speech (not self

generated). This suppression has also been shown via magnetoencephalographic (MEG)

studies of covert versus overt production using tone bursts and vowel stimuli (Numminen

and Curio, 1999; Numminen et al., 1999). A recent MEG study of speech production

(Houde et al., 2002) suggested that during self-production the auditory cortex “(1) atten-

uates its sensitivity and (2) modulates its activity as a function of the expected acoustic

feedback.” This modulation was also demonstrated in primate auditory cortex using single

cell recordings during self-initiated vocalizations (Eliades and Wang, 2003). The recordings

showed a large group of cells being inhibited while a small group of cells were excited. The

authors proposed that the inhibition was due to the vocal production centers suppressing

the auditory cortical neurons to increase their dynamic range while the observed excitatory

responses are needed for “maintaining hearing sensitivity to the external acoustic environ-

ment during vocalization.” Similar to auditory cortex studies, several studies (Chapman

et al., 1988; Jiang et al., 1990a,b) have demonstrated a reduction in somatosensory cortical

evoked potentials during movement. McClean et al. (1990) demonstrated that thalamic

somatosensory neurons with tongue and lip receptive fields were activated whenever the

structures were being used for speech production as well as in response to mechanical

stimuli, suggesting that these neurons are not suppressed at the thalamic level.

In the other direction of information travel, various studies have shown premotor/motor

areas being activated during sensory perception of action, irrespective of whether the input

is visual or auditory. Santi et al. (2003) used fMRI to identify the neural systems under-

lying point-light visible speech. Their analysis showed that perception of visible speech

movements “activated right visual area 5 and a network of motor-related areas (Broca’s

area, premotor cortex, primary motor cortex, and SMA), none of which were activated

by walking biological motion.” With the exception of M1 and SMA, seeing point-light

speech movements activated several of the same regions as speech reading from an actual

face. Using a different method, Watkins et al. (2003) showed that transcranial magnetic
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stimulation (TMS) in the left hemisphere face area during listening to speech and view-

ing speech-related lip movements enhanced the size of motor-evoked potentials in the lip

muscles, thereby suggesting a connection from sensory areas to motor areas. Fadiga et al.

(2002) showed a similar effect for tongue muscles when listening to speech sounds that

involve tongue movement. The authors described it as a phoneme-specific activation of

speech motor centers during perception of speech.

The above paragraphs discussed observations from brain imaging experiments detailing

various aspects of the speech production system. For the most part, these observations

were of an essentially static representation of brain function, that is, they did not provide

an understanding of the temporal order of processing. The dynamical nature of the brain

necessitates an inquiry into the temporal nature of neural information transmission and

control.

2.3 Transmission delays and control mechanisms

The transmission of information in the nervous system is far from instantaneous and the

nervous system operates in such a manner that it is able to accommodate these delays.

In addition, these delays change throughout development as a result of axonal growth and

myelination of neurons, and the system is capable of adapting itself to these changing

delays.

Unless accounted for, delays can cause instabilities and inappropriate output in a bio-

logical system. These delays create problems for certain types of control mechanisms, and

they also place limitations on the nature of a complex learning system. They place restric-

tions on how associative learning takes place in the brain and raise questions about the

nature of representations that control motor behavior. But the restrictions can actually be

useful in that they limit the available options in designing a model: they force researchers

to ask more pertinent and focused questions about the system.

Models of motor control have generally avoided dealing with nervous system delays.

Motor control is often modeled using a pure feedback type controller or a pure feedforward
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type controller. Individually, either of these forms of control have serious problems, and it

is highly likely that the brain employs a combination of feedforward and feedback strategies

to deal with delays.

In the paragraphs that follow, the advantages and limitations of feedforward and feed-

back control mechanisms are discussed, starting with a simple definition of a controller.

Using neurophysiological constraints, available control mechanisms are evaluated and a se-

lection is made from these mechanisms of the most appropriate controller for neural speech

motor control. Certain aspects of this controller are implemented as processes involving

the cerebellum. A cerebellar model illustrating these functions will be presented in the

next chapter.

2.3.1 What is an adaptive controller?

A controller can be defined in very general terms as a functional unit that is capable of

driving a system or a physical plant to a desired state. The process by which it achieves this

functionality is called a “control mechanism.” In some cases, the system being controlled

undergoes changes in its behavior over time. A controller that is capable of modifying its

output as a result of changes in the system is referred to as an adaptive controller.

For example, in this dissertation, a neural network comprising different brain areas

functions as an adaptive controller for speech movement. The controller learns to control

the vocal tract musculature by monitoring the differences between expected auditory and

somatosensory consequences and the actual sensory consequences. During development,

the controller also adapts its output based on the same mismatch signals. In general,

controllers operate by monitoring the output of the system in response to a command.

A controller is termed a “feedback controller” when current mismatch values are used to

modify the control signals. On the other hand, when the control signals are independent

of the current mismatch values, the controller is referred to as a “feedforward controller.”

The benefits and drawbacks of each of these types of controllers and the reasons why both

types of controllers may be required for speech are discussed next.
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2.3.2 Feedback control

Humans are capable of adapting to certain types of perturbations to the speech system, such

as bite blocks (DeJarnette, 1988; Fowler and Turvey, 1981; Baum et al., 1996) or complex

auditory frequency shifts (Houde and Jordan, 1998, 2002). Any model of speech production

should try to provide an explanation for how the system deals with such perturbations.

These perturbations can be internal, such as noise inherent in neuronal activation, loss of

brain regions or of connections between regions involved with the process. They can also

be external: external perturbations can be due to prosthetic devices such as dentures or

cochlear implants, or they may be artificially induced in an experimental setting, e.g., by

bite blocks that alter somatosensory feedback or by auditory feedback alteration such as

spectral shifts of the acoustic waveform. Whatever the source of perturbation, the system

may need to alter its output in response to the change. This can be achieved using a

feedback controller.

Feedback controllers rely on sensory information to monitor the output of the system to

determine if the control signal produced the desired output. Based on the discrepancy, the

controller can alter control signals to compensate for the perturbation. This type of control

is referred to as negative feedback control and is schematized in Figure 2·3. If there are

no delays in the system and/or the gain is low enough, the system will operate in a stable

manner. However, in any real physical system there are processing as well as transmission

time delays. Feedback control in the presence of delays leads to oscillatory instabilities

that can only be avoided by lowering the output gain of the system. This is demonstrated

in Figure 2·4. However, there are alternative forms of feedback control mechanisms such

as Proportional+Integral+Derivative (PID) control (see Figure 2·5) that can operate with

a higher gain in the presence of delays by utilizing leading indicators such as the derivative

and the integral of the errors.
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Figure 2·3: A simple formulation of negative feedback control is show in this diagram. The
Controller generates commands to drive the Plant such that the output matches the target. It is
assumed here that the Target is in the same coordinates as the Output. The Controller has only
one parameter: gain. The Plant is an integrator, that is, it takes the controller output and adds it
to the current plant output. The black arrow represents negative input.

2.3.3 Feedforward control

As discussed in the previous paragraph, inherent delays arising from the physics and bio-

physics of feedback limit the scope of response of the feedback system. The system may

become unstable if feedback gains are high and transmission delays are long (Lurie and En-

right, 2000; Rack, 1981). These problems can be avoided by using a feedforward controller.

In situations in which sensor feedback is not reliable or in which the parameters required to

drive the system to a desired state do not change significantly over repeated executions of

the action, it can be advantageous to use either an open-loop control or an internal model,

instead of waiting for delayed feedback. An internal model based controller does not de-

pend on feedback and hence such a controller is equivalent to a open-loop control system.

This type of control is referred to as model predictive control (Wolpert and Miall, 1996)

and is schematized in Figure 2·6. Since this type of control is not dependent on feedback,

it can operate with high output gain. A reasonably small number of sounds or syllables or

words are repeated over and over again in a person’s lifetime. Presumably, such actions

can be executed using a feedforward controller. While experiments have demonstrated the

lack of dependence on feedback during various kinds of well practiced ballistic movements,

they do not clearly demonstrate the type of feedforward control mechanism that is used.
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Figure 2·4: Each row of the figures shows the performance of a negative feedback controller using a
variety of gains and delays in response to a sinusoidal input (left column) and a step function (right
column). As shown in the figure, the controller becomes unstable if a delay of 30ms is introduced
to the system. The only way to reduce the error is to lower the gain by a factor of 33.

2.3.4 Combining feedback and feedforward control

Otto Smith introduced delay modeling in a control system faced with dead-time, that is

delay between output of the system and sensory feedback (Smith, 1959). Delay modeling

can be combined with model predictive control. These types of controllers can operate

robustly and with a higher gain output in the presence of delays, in comparison to a

proportional controller. The system has to learn to predict delays and develop an accurate
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Figure 2·5: PID controller. The PID controller diagram is the same as that of a negative feedback
proportional controller described in Figure 2·4. The only difference is in the way the controller
works. It utilizes other leading indicators to provide better control.

Figure 2·6: Model predictive controller. A model predictive controller creates an internal model
of the Plant. Therefore it does not need to wait for feedback. However, such a controller cannot
deal with external perturbations to the system and needs a mechanism by which to learn the plant
model.

model of the plant. Figure 2·7 schematizes such a controller . It is likely that the central

nervous system implements some subset or combination of these mechanisms to account

for neural transmission delays.

2.3.5 Neurophysiological constraints

To choose an appropriate control mechanism for brain function, one needs to understand

the constraints placed by the biophysics on the system. These restrictions can be in the
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Figure 2·7: Control using a Smith Predictor. A Smith Predictor based controller introduces the
concept of a delay model, a model that mimics the delay in the sensor feedback. (Adapted from
Miall 1993). By doing so, it is able to compare the expected output of the system with the actual
output and thereby provide commands to correct that discrepancy. In addition, the error can be
used to update the internal model of the plant.

form of connections between brain areas, transmission delays between the connected regions

or restrictions in the possible methods of synaptic modification. Feedback delays can be

large: as much as 110-150ms for proprioceptive control (Cole and Abbs, 1987) and 200-

250ms for visuomotor control (Miall et al., 1993). The skeletomuscular systems have a

passive behavior (Won and Hogan, 1995) and therefore behaves as a damped system. This

may be partially responsible for some control stability as the damping component reduces

overshoots and undershoots.

Physical characteristics of the system place limitations on computational mechanisms

that may be implemented through neural mechanisms. For example, in order to consider a

delay model in the brain, one needs to consider the mechanism through which a buffer or

a queue is implemented (i.e. how the brain holds a temporal sequence of information) and

the features of the units of motor control (e.g., if these units correspond to muscle lengths,

directions, or joint angles, do they have fixed durations or variable durations?). Systems

that compare two streams of information, one of which is delayed relative to the other,

typically incorporate a queuing mechanism in order to store the non-delayed information.

The queue duration must match the delay between the streams. The nature of this queue
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directly depends on what is considered to be a unit of information and the duration of that

unit. For example, if a unit of control corresponds to 10ms and the delay is 100ms, one

needs a first-in-first-out buffer to hold 10 such units. However, if the duration of the unit

is longer than the sensor feedback pathway delay, then the delay model simply needs to

hold one unit of information. Figure 2·8 shows a graphical description of the need for a

buffer. In the brain, this may be implemented by delaying the initial stream itself. This is

described later in Section 3.3.3.

Figure 2·8: Stream B is delayed by 4 units relative to Stream A. The numbers in the boxes
represent time slices. For the comparator to compare the appropriate time slices, elements from
stream A need to be held in a first-in-first-out buffer before they can be compared with the elements
from stream B. The length of this buffer is equal to the relative delay between the two streams.

In the brain, sensory information relevant to speech is conveyed through the auditory

and somatosensory systems. Motor output on the other hand is carried out through muscle

commands. This necessitates a transformation between sensory coordinates and motor

coordinates. Furthermore, there needs to be an understanding of the circuitry and learning

processes required to create such an association or mapping. In addition to these general

constraints, cortical and subcortical brain regions also perform different functions. Careful

consideration of how the cerebral cortex interacts with subcortical structures such as the

basal ganglia and the cerebellum is necessary. In this dissertation, possible roles of the

cerebellum will be addressed. A thorough discussion of the basal ganglia is beyond the

scope of this dissertation.
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2.3.6 Choosing a control mechanism

The primary criteria for a speech motor control system are the following: the controller

must be able to account for the categorical nature of speech, for delays, for compensation

to perturbations and also for incorrect or noisy sensor readings. A feedback controller can

account for perturbations to the system while a feedforward type controller can account for

delays and deviant sensor behavior. A learned internal forward model that maps efferent

motor commands to sensory consequences can be useful in the presence of sensor noise. To

be successful, the system has to determine which sensor information is useful and which is

not. Monitoring the feedback and comparing it to the estimate can help correct for pertur-

bations as well as retune/adapt the internal model. There has to be an inverse-kinematic

mapping that transforms information in sensor space to information in (a much different)

motor space. Otherwise, motor commands cannot be modified using errors determined in

sensory spaces. The categorical units of speech, such as syllables, are produced at variable

rates. A controller also has to account for different rates of speaking.

The cerebellum with its involvement in timing is a strong candidate for the delay mod-

els. In the models discussed in this dissertation, the primary concern is with the generation

of appropriate inverse kinematic signals without worrying about the dynamical (muscle

force generation related) aspects of speech production. It is very likely that the cerebellum

plays a role in both aspects of speech production. The following chapter introduces the

new DIVA model and establishes the timing conflicts and learning issues that arise in a

biologically plausible model of speech production. The subsequent chapter then describes

a cerebellar solution to these timing and learning problems.



Chapter 3

THE DIVA MODEL

3.1 Introduction

Several versions of the DIVA model have been described since the initial version (Guenther,

1994). The bases of these versions have been drawn from behavioral data that were gath-

ered using psychophysical experiments of speech production and perception, neuroimaging

data from fMRI and PET experiments and neurophysiological data from motor control

experiments in animals. This chapter starts with a brief review of the DIVA model as

it existed from 1995 to 2002 (Callan et al., 2000; Guenther et al., 1998; Guenther, 1995,

1994). These variations of the model reflected coarse neuroanatomical associations with

brain regions. Guenther and Ghosh (2003) presented a revised version of the model with

a refined specification of the involvement of several areas of cerebral cortex.

The aim of this chapter is to introduce the new DIVA model and establish the tim-

ing and learning issues that arise in a biologically plausible model of speech production.

After the review of the earlier models (Section 3.2), the current DIVA model is presented

(Section 3.3). The new model, in addition to using the brain areas described in Guenther

and Ghosh (2003), introduces algorithmic methods to resolve the temporal alignment and

learning problems that arise from realistic delays. The following chapter will review the

cerebellum and propose a cerebellar model that can replace these algorithmic methods.

The chapter concludes with descriptions and simulations of behavioral observations during

production of speech in normal individuals.

22
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3.2 Review of earlier versions of the DIVA model

The purpose of this section is to outline the components of the model as they existed

in the earlier versions of the model. More thorough descriptions can be found elsewhere

(Guenther et al., 1998; Guenther, 1995). Most of these components have been carried over

to the new model. An understanding of these components greatly reduces the apparent

complexity of the new model.

The DIVA model is schematized in Figure 3·1. Each block in the model corresponds to

a set of neurons that constitute a neural representation. The term “map” or “vector” will

be used to refer to such a set of cells. In numerical implementations, these cells are repre-

sented by vectors. The term “mapping” will be used to refer to a transformation from one

neural representation (a “map” or a “vector”) to another map or vector. This transforma-

tion is typically assumed to be carried out by filtering cell activations in one map through

synapses projecting to another map. These synapses constitute the model’s primary pa-

rameters. The model’s modifiable synapses, shown as filled semicircles in Figure 3·1, are

tuned during a babbling phase when random movements of the speech articulators pro-

vide tactile, proprioceptive, and auditory feedback signals that are used to train neural

mappings between different neural representations. Other mappings (shown as arrows in

Figure 3·1) are “hard-wired” in the model; i.e., they do not change during babbling. The

model’s goal is to learn to control the movements of a simulated vocal tract in order to

produce phoneme strings. After babbling, the model is capable of producing arbitrary

combinations of the phonemes it has learned during babbling. That is, the neural network

takes as input a phoneme string and generates as output a time sequence of articulator

positions that command movements of the simulated vocal tract. The following paragraphs

will outline the model’s components.

3.2.1 Vocal tract model

The vocal tract model (“Maeda’s articulatory model” Maeda (1990) in Figure 3·1) takes as

input seven parameters specifying the positions of seven speech articulators: three tongue
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Figure 3·1: DIVA model (circa 1998). See Section 3.2 for details.

shape parameters, two lip shape parameters, a jaw height parameter, and a larynx height

parameter. These parameters are used to determine the shape of the vocal tract. The

resulting vocal tract area function is converted into a digital filter that is used to synthesize

an acoustic signal. This signal forms the output of the model. The model does not address

the control of the pitch contour during speech; instead, a pitch profile explicitly specified by
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the modeler is used to control the fundamental frequency of the glottal pulses. This vocal

tract model does not involve generation of forces, and hence is not suitable for modeling

the dynamics (as opposed to kinematics) of articulator movement.

3.2.2 Articulator Direction Vector and Articulator Position Vector

The Articulator Direction Vector and Articulator Position Vector in Figure 3·1 act as

commands that move the speech articulators in the Vocal Tract Model. These vectors

each have seven dimensions, corresponding to the seven degrees of freedom of the vocal

tract model. Movement speed is controlled by the speaking rate signal shown as “GO

Signal” in Figure 3·1. This is performed by multiplicatively scaling the movement command

represented by the Articulator Direction Vector. The Articulator Direction Vector and

Articulator Position Vector cells were hypothesized to correspond to cells in primary motor

cortex.

3.2.3 Planning Position Vector

The Planning Position Vector in the model represents the “shape” or position of the vocal

tract within the reference frame used for the planning of speech movements. The nature

of this reference frame is a key aspect of human speech production and will be treated

in more detail below. The first version of the DIVA model (Guenther, 1994) had a vocal

tract shape reference frame. In this context, the Planning Position Vector represents the

shape of the vocal tract in terms of articulatory and constriction parameters. However,

in a more recent version of the model (Guenther et al., 1998), an acoustic-like coordinate

frame that is related to parameters such as the formant frequencies of the acoustic signal,

was used for the planning of speech movements. Within this conception, the Planning

Position Vector represents the acoustic properties of the current shape of the vocal tract.

This acoustic-like coordinate frame will be referred to as an auditory perceptual reference

frame since it represents the acoustic signal after transduction by the auditory periphery

(Auditory Processing in Figure 3·1).
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3.2.4 Speech Sound Map

Cells in the Speech Sound Map code the different speech sounds learned by the model. Each

cell corresponds to a different phoneme. The signals projecting from the Speech Sound Map

to the Planning Direction Vector specify targets for phonemes in terms of the planning

reference frame to be compared with the signals from the Planning Position Vector. In

Guenther et al. (1998), these targets take the form of regions in auditory perceptual space.

The use of target regions, rather than points, is one of the important properties of the DIVA

model. The concept of target regions provides a unified explanation for a wide range of

speech production phenomena which had previously been treated separately. These include

motor equivalence and contextual variability using an auditory planning space (Guenther

et al., 1998) and anticipatory coarticulation, carryover coarticulation and speaking rate

effects using an orosensory planning space (Guenther, 1994, 1995).

3.2.5 Planning Direction Vector

The Planning Direction Vector represents the difference between the current position of

the vocal tract (as represented by the Planning Position Vector) and the target region

corresponding to the phoneme currently being produced. The target is represented by the

weights projecting from the active cell in the Speech Sound Map. This difference constitutes

the desired movement direction (i.e., the movement direction needed to get to the nearest

point on the target region) as represented in the planning reference frame. In Guenther

(1995, 1994), this difference is a desired change in orosensory configuration. In Guenther

et al. (1998), this can be envisioned as a desired change in the formant frequencies being

produced by the vocal tract. The time course of the cell activities in the Planning Direction

Vector represents the planned movement trajectory (in auditory perceptual terms in the

1998 version), and this trajectory is then transformed into appropriate movements of the

articulators through the learned mapping projecting from the Planning Direction Vector

to the Articulator Direction Vector.
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3.2.6 Learning the mappings (transformations)

Appropriate values for the synaptic weights that constitute the model’s three learned map-

pings (filled semicircles in Figure 3·1) are learned during a babbling phase in which random

movements of the speech articulators provide tactile, proprioceptive, and auditory feedback

signals. These signals allow the model to learn transformations between the different maps

that may represent different reference frames.

The synaptic weights of the first learned mapping, labeled Speech Sound Map in Fig-

ure 3·1, encode a target in the planning reference frame for each phoneme the model

produces during babbling. The Speech Recognition System monitors the acoustic sig-

nal produced by the vocal tract during babbling. If the recognition system recognizes a

phoneme, the phoneme’s cell in the Speech Sound Map is activated, and the weights pro-

jecting from that cell to the Planning Direction Vector are modified to include the current

state of the vocal tract (as represented by the Planning Position Vector) in the target

region for that phoneme.

The second learned mapping, labeled Forward Model in the Figure 3·1, transforms

vocal tract orosensory feedback and an efference copy of the motor outflow commands into

a neural representation of the vocal tract’s position in the planning space at the Planning

Position Vector. This mapping allows the system to control speech movements without

relying on auditory feedback, which may be absent or too slow for controlling articulations.

The final learned mapping, labeled Directional Mapping in Figure 3·1, transforms de-

sired movement directions in the planning reference frame into movement directions in an

articulator frame related to the vocal tract musculature. The nature of this mapping is

another key component of the model and effectively learns the pseudoinverse of the For-

ward Model. The model maps desired movement directions in orosensory space (Guenther,

1995) or in auditory perceptual space (Guenther et al., 1998) into movement directions of

the articulators, rather than mapping target positions in auditory perceptual space into

articulator configurations.

In the auditory reference frame version, the model does not have a fixed articulator
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configuration for each position in auditory perceptual space. Instead, it can use many

different articulator configurations to reach a given position in auditory perceptual space.

Furthermore, the model is capable of automatically compensating for constraints or pertur-

bations applied to the articulators by using novel articulator configurations when required.

This can account for the motor equivalence capabilities observed in humans when speaking

with a bite block or lip perturbation.

3.2.7 Control mechanism

Together with the acoustic reference frame for the planning of speech movements, Guenther

et al. (1998) introduced a pseudoinverse-based control mechanism. In this mechanism,

the Planning Direction Vector is converted into an Articulator Direction Vector using a

pseudoinverse of the function that maps changes in articulation to changes in the planning

reference frame. The pseudoinverse-style control scheme utilized by the DIVA model leads

to characteristic movements (or “kinematic signatures”) of the speech articulators. If the

brain is using a similar control scheme, this “kinematic signature” should be evident in

human speech movements. Electromagnetic mid-sagittal articulometry (Perkell et al., 1992)

experiments have been used to measure articulator movements during speech production

in order to test this hypothesis. The results (Guenther et al., 1999; Nieto-Castanon et al.,

2004) have been consistent with the pseudoinverse-style control scheme used in the model.

The model described in this section was specifically developed as a computational frame-

work to explain various behavioral phenomena, including development, of the speech pro-

duction and perception system. This model has effectively emulated many experimental

observations of speech phenomena such as motor equivalence (generating the same acoustic

output with different motor configurations, e.g., speaking with or without a bite block),

contextual variability (variability in articulator configuration depending on the surround-

ing context of the phoneme e.g. /r/ configuration in /wabrav/ vs /wagrav/) and sensor

based error correction (updating a production based on the mismatch between expected

sensory input and actual sensory input). However, the model is deficient in describing the
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neuroanatomy and neurophysiology of the speech production system, nor does it incor-

porate realistic processing delays. The following section presents a refined version of the

DIVA model that addresses these issues.

3.3 Description of the extended DIVA model

The primary goal of the modeling component of this dissertation is to extend the DIVA

model of speech production. The earlier versions as discussed in the previous system

had certain drawbacks. First, they assumed that all information about the state of the

system at a given point in time is available to the system instantaneously. Second, the

system operated using instantaneous feedback control, given the assumption of no neural

delays. Third, the reference frame used for control was either orosensory space or auditory

space rather than both simultaneously. Fourth, the separation of cortical and subcortical

processes and the association of components to brain regions were coarse.

The current model addresses these concerns. The proposed extension incorporates

neurally plausible transmission delays between different components of the model. These

components are associated with brain areas that are active during functional imaging ex-

periments related to speech production. The scope of the dissertation is limited to creating

a stable, dynamical model given realistic time delays between different components.

A description of the model and brain regions involved is presented next, followed by

equations of operation and representations used in the model. This section will conclude

with a description of how the different synaptic projections in the model are learned.

3.3.1 Description of the model

Figure 3·2 provides an overview of the current version of the DIVA model. The model

consists of a neural network controller whose cells correspond to boxes and synaptic weights

correspond to arrows. The neural network utilizes a babbling stage to learn the neural

mappings necessary for controlling an articulatory synthesizer (Maeda, 1990). The output

of the model specifies the positions of 8 articulators that determine the vocal tract shape
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in the articulatory synthesizer. The basic network for the control of speech production

hypothesized in the model consists of the premotor cortex, motor cortex, somatosensory

cortices, auditory cortices and the cerebellum. The different functional components of the

model and their associated brain regions are described in the following paragraphs.

Figure 3·2: Overview of the hypothesized neural processing stages involved in speech production
according to the DIVA model.

Speech sound map cells

In the model, production of a phoneme or syllable starts with activation of a speech sound

map cell corresponding to the sound to be produced. A “speech sound” corresponds to a

phoneme, syllable or multi-syllable word or any sequence of phonemes that is frequently

encountered in the native language. It is hypothesized that frequently repeated utterances

have associated motor programs that can be executed rapidly in a feedforward manner



31

for their production instead of relying on a feedback process. In the model all phonemes

and frequent syllables of a language are represented by unique speech sound map cells.

In contrast, infrequent syllables and words do not have stored motor programs associated

with them; instead they are produced by sequentially activating the motor programs of the

phonemes or syllables that make up the syllable or word. Each time a new speech sound is

presented to the model for learning, a new cell is recruited into the premotor cortex speech

sound map to represent that sound.

The lateral premotor cortex and nearby regions (such as posterior inferior frontal gyrus

and frontal operculum) are hypothesized to contain Speech Sound Map cells. These cells

are hypothesized to correspond to “mirror neurons” (Kohler et al., 2002; Rizzolatti et al.,

1996a). Studies of speech perception have shown activation in these regions. For exam-

ple, using PET, Golestani and Zatorre (Golestani and Zatorre, 2004) showed that parts of

inferior frontal gyrus and frontal operculum/anterior insula undergo modulation of acti-

vation when learning new non-native sound distinctions. Several non-speech studies have

identified left premotor cortex or the adjacent inferior frontal gyrus (Broca’s area) as loca-

tions for “mirror neurons.” For example, Tai et al. (2004) identified the location of mirror

neurons for grasping in left premotor cortex, while Rizzolatti et al. (1996b) identified left

inferior frontal gyrus (Brodmann’s area 44) as the site of grasp observation neurons, and

similarly Iacoboni et al. (1999) identified mirror neurons for finger movements in the oper-

cular region of the left inferior frontal gyrus. Furthermore, it is likely that different motor

skills, perhaps even different speech tasks, involve mirror neurons in different subregions

of the premotor cortex and/or Broca’s area. Stimulation of inferior frontal gyrus shows

activation patterns in different parts of motor cortex (Greenlee et al., 2004). Thus we

currently assume that the speech sound map cells may lie in either left BA 6 or BA 44, or

both.

Both single neuron recording studies and human imaging studies suggest that the pre-

motor cortex plays an important role in the selection of movements for execution (Cram-

mond and Kalaska, 2000; Thoenissen et al., 2002; Kalaska and Crammond, 1995). Activat-
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ing a premotor cortical cell in the model initiates a motor plan corresponding to a syllable.

The interactions of a feedforward subsystem consisting of premotor and motor cortex and

a feedback system consisting of premotor, motor, auditory and somatosensory areas carry

out this plan. The cerebellum forms an integral part of both of these subsystems.

Sensory expectations and error signals

After a speech sound map cell has been activated, signals from the premotor cortex travel to

the auditory and somatosensory cortical areas through tuned synapses that encode sensory

expectations for the sound being produced (see Figure 3·3). These “forward models” are

hypothesized to include both cortical and cerebellar components and are hypothesized to

have an inhibitory effect in the sensory areas, probably via the inhibitory interneurons in

these sensory areas. The inhibitory effect allows a subtraction of the sensory expectations

from the actual sensory afference.

The synapses projecting from the premotor cortex to the higher-order auditory cortical

areas in the posterior superior temporal gyrus and posterior planum temporale encode an

expected auditory trace for each speech sound. According to the model, when an infant

listens to a speaker producing a new speech sound, a previously unused speech sound

map cell becomes active. Projections from this cell to auditory cortical areas are tuned

to represent the auditory signal corresponding to that sound. Thus these cells can be

acquired and tuned while listening to phonemes and syllables from the native language.

After learning, these synapses encode a spatiotemporal target region for the sound in

auditory coordinates. During production of the sound, this target region is compared to

the current auditory state from auditory cortex, and any discrepancy between the target

and the current state, or auditory error, will lead to a command signal to motor cortex

that acts to correct this discrepancy via projections from auditory to motor cortical areas.

Evidence for inhibition of auditory cortical areas in the superior temporal gyrus during

one’s own speech comes from several different sources, including recorded neural responses

during open brain surgery (Creutzfeldt et al., 1989a,b), MEG measurements (Numminen
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Figure 3·3: Overview of the hypothesized sensory expectation pathways from premotor to sensory
areas in the DIVA model. Also show are sensory feedback signals from the sensory cortices. The
signals are compared in the error cells: ∆Au and ∆S. Abbreviations: M, Motor; P, Premotor; Au,
Auditory; S, Somatosensory

and Curio, 1999; Numminen et al., 1999; Houde et al., 2002), and PET measurements

(Wise et al., 1999).

A second set of synapses, projecting from the premotor cortex to the higher-order so-

matosensory cortical areas in the post-central and supramarginal gyri, encodes the expected

somatic sensation corresponding to the active syllable. This spatiotemporal somatosensory

target region is estimated by monitoring the somatosensory consequences of producing the

syllable. Once the syllable is learned, somatosensory error signals are generated by com-

paring the target region with somatosensory afferents from primary somatosensory cortex.

Somatosensory error signals are then mapped to corrective motor commands via pathways

projecting from somatosensory to motor cortical areas. Similar to auditory inhibition, there
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is corresponding evidence for such an inhibition during motor movements in somatosensory

areas (Jiang et al., 1991, 1990a). No studies have looked for a modulation effect of speech

production in the supramarginal gyrus, although this brain region has been implicated

in phonological processing for speech perception (Caplan et al., 1995; Celsis et al., 1999),

and speech production (Geschwind, 1965; Damasio and Damasio, 1980). This area has also

been shown to be involved in phonemic processing (Gelfand and Bookheimer, 2003; Benson

et al., 2001), is also increasingly active during DAF of self-generated speech (Hashimoto

and Sakai, 2003) and is hypothesized to be part of a frontoparietal speech perception net-

work (Hickok et al., 2003, 2000). There are few fMRI studies showing brain areas involved

in monitoring feedback during speech production: a lip tube perturbation study (Baciu

et al., 2000), a delayed auditory feedback study (Hashimoto and Sakai, 2003) and from a

pneumatic bite block (jaw block) study using fMRI (Guenther et al., 2003). In all of these

studies, supramarginal gyrus activity was observed in response to the perturbation.

Although there are few imaging studies of speech perturbation, there is pertinent data

on the role of parietal cortex during limb movement, for which analogous issues arise. Stud-

ies in primates have shown that parietal lesions affect corrective redirection of movement

without affecting initial selection of action (Rushworth et al., 2001, 1997), thus demon-

strating degraded evaluation of the sensory consequences of the motor action. In addition,

the study by Rushworth et al. demonstrated the presence of a feedforward pathway that

can bypass the feedback monitoring circuit in order to generate movements. Imaging stud-

ies have shown activation of posterior parietal cortex in a variety of movements (Ramnani

et al., 2001; Seitz et al., 1997) and increased activation in the case of a mismatch between

expected consequence and actual feedback (Fink et al., 1999). A single-cell recording

study (Andersen et al., 1997) showed that some neurons in the medial intra-parietal sulcus

changed their activity prior to execution of the movement itself, which suggests that an

efference copy of the movement reaches the site in addition to sensory and proprioceptive

information. Other studies (Duhamel et al., 1992; Wolpert et al., 1998) have shown that

the PPC likely receives updates of intended activities. PPC neurons are responsive to mul-
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timodal stimuli (Johnson et al., 1996; Pouget et al., 2002). Strong connections to dorsal

premotor areas and weak projections to primary motor cortex have been demonstrated

using tracers in macaques (Wise et al., 1997) and using a combination of PET and TMS in

humans (Chouinard et al., 2003). Using rTMS, recent studies (Haggard and Magno, 1999;

Haggard et al., 1999) have suggested that ”our awareness of our own actions is associated

with some pre-motor event after the initial intention and preparation of action, but before

the assembly and dispatch of the actual motor command to the muscles.” A different study

(MacDonald and Paus, 2003) demonstrated that TMS over the parietal cortex reduces this

awareness for active movements but not for passive movements. The experimental obser-

vations of these studies strengthen the possibility of a connection between premotor areas

and parietal areas (such as the supramarginal gyrus) that encodes sensory expectation, as

is suggested in the model.

Combining feedback and feedforward signals

Feedforward and feedback-based control signals are combined in the model’s motor cortex.

Feedback control signals project from sensory error cells to the motor cortex as described

above and shown in Figure 3·4. These ”inverse model” projections are tuned during bab-

bling by monitoring the relationship between movement commands and their sensory con-

sequences. The neural output of these sensorimotor projections effect a transformation of

coordinates from somatosensory or auditory space to motor coordinates. A small num-

ber of experiments have found evidence for sensorimotor adaptation in speech (Tremblay

et al., 2003; Houde and Jordan, 2002, 1998). However, these experiments were behavioral

in nature, demonstrating dependence on auditory and somatosensory feedback, but did

not completely clarify the mechanism by which the feedback signals are used for modifying

the production. Nor did they provide a thorough understanding of brain areas involved in

such a transformation. They simply suggested that sensory feedback may modulate current

output. The model considers such adaptation to be the outcome of combining feedforward

and feedback commands.
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Figure 3·4: Overview of the hypothesized sensory to motor feedback pathways in the DIVA model.

The feedforward motor command is hypothesized to project from ventrolateral pre-

motor cortex to primary motor cortex, both directly and via the cerebellum as shown in

Figure 3·5. This command can be learned over time by averaging the motor commands

from previous attempts to produce the sound.

Cells in the model’s motor cortex position map correspond to “tonic” cells and the

model’s motor cortex velocity maps correspond to ”phasic” cells. These cells have been

found in motor cortex electrophysiological studies in monkeys (e.g., Kalaska et al. 1989).

The phasic cells encode a feedforward control signal projecting from premotor cortex and

the cerebellum, and also a feedback control signal projecting from sensory cortical areas.

The tonic cells encode the current motor position of the system.

The motor cortex receives a wide variety of inputs from cortical sources. The cortical
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Figure 3·5: Overview of the hypothesized premotor to motor feedforward pathways in the DIVA
model.

inputs to the orofacial areas of macaques include projections from BA 12, insula, fron-

toparietal operculum, lateral premotor cortex and the orofacial region of the SMA as well

as a number of projections from motor cortex neurons around the injection sites and in the

parietal cortex (including the somatosensory cortex and area 7b) (Tokuno et al., 1997).

There is no direct evidence of connections from speech motor cortex to primary auditory

cortex or somatosensory cortex in humans. The larynx area in macaques is, however,

strongly connected to premotor areas, Broca’s area, rostral somatosensory cortex, insula,

SMA, anterior cingulate and frontal and parietal operculum, with medium projections to

BA 2 and BA 3b and minor projections to primary somatosensory BA 1 and posterior

superior temporal sulcus (Simonyan and Jurgens, 2002). The relative lack of connections

from primary motor areas to sensory areas may restrict the formation and existence of
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lower-level corticocortical internal models for sensory prediction.

Temporal alignmnent and learning

In the previous paragraphs, the discussion of the model interactions did not specify the

delays between model components. Also, it did not describe how signals converging in

a given region of the brain are synchronized. An estimation of the delays between the

different brain regions will be presented in the next section. This paragraph outlines the

model locations where synchronization becomes necessary.

The somatosensory error cells and the auditory error cells make a comparison between

the sensory expectations and the actual sensory afference. In order to generate a correct

feedback command, the sensory error needs to be computed from time-aligned signals and

the error needs to maintain a correspondence with the motor command that generated

the error. Since the feedback command is delayed because of sensory delays, the premotor

to motor synapses also need to be able to sample the appropriate feedback commands

to update (“learn”) the feedforward command that resulted in the feedback error. It is

hypothesized that the cerebellum plays an important role in resolving these issues. In

the simulations, the temporal alignment and learning issues will be solved algorithmically.

The next chapter will propose a computational model of the cerebellum that may be used

instead of these algorithmic methods to solve the timing problems.

Thus far, the discussion of the model has focused on the qualitative functional aspects

of the model and its neural substrates. The following section now defines the equations

and representations that govern the computational implementation of these functions.

3.3.2 General model equations and representations

This section provides details of the model components and the equations that govern them.

For each component, it describes the representation used and provides estimates of neu-

ral transmission delays of the component’s input and output pathways. The equations

described in this section are general and are independent of the representation. There-
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fore, these equations can be used along with any other form of motor, somatosensory and

auditory representations.

Speech sound map cells

The speech sound map cells in the premotor areas currently define the context of the sound

being produced and are active through the duration of production. The activity of these

cells is governed by the following equation:

Pi(t) =











1 if the ith sound is being produced

0 Otherwise

(3.1)

In the current implementation of the model, it is assumed that the onset of premotor

activity leads to the sequential activation of a group of cells where each cell represents an

interval of 1 ms and the total number of cells is equal to duration in ms of the speech sound

to be produced. The model simulations are then carried out with reference to these cells.

This assumption of a uniform frame rate is not based on any particular biological fact, but

primarily a matter of computational convenience. The current units of representation can

be thought of as a sequence of features, each with a temporal duration of 1ms. However,

to explain certain speech phenomena (e.g., speaking rate), this representation needs to

be altered. Possible changes to the representation that may address characterization of

speaking rate are discussed in the concluding chapter of the dissertation.

Auditory state cells, error cells and expectations

The model posits auditory state cells that correspond to the representation of speech-like

sounds in auditory cortical areas (BA 41, 42, 22). The activity of these cells is represented

as follows:

Au(t) = fAcAu(Acoust(t − δAcAu)) (3.2)

where fAcAu is the function that transforms an acoustic signal (Acoust will be defined

later) produced by the vocal tract into the corresponding auditory representation and
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δAcAu is the time it takes an acoustic signal transduced by the cochlea to make its way to

the auditory cortical areas. Schroeder and Foxe (2002) measured the latency between onset

of an auditory stimulus and responses in higher-order auditory cortical areas posterior to

A1 and a superior temporal polysensory (STP) area in the dorsal bank of the superior

temporal sulcus. They noted a response latency of approximately 10 ms in the posterior

auditory cortex and 25 ms in STP. Based in part on these numbers, an estimate of 20 ms

is used for δAcAu in the simulations reported later.

The model also has auditory error cells in these same cortical regions that encode the

difference between the expected auditory representation for the sound being produced and

the current auditory state as represented by Au(t). The activity of the auditory error cells

(∆Au(t)) is defined by the following equation:

∆Au(t) = Au(t) − ZPAu(t) (3.3)

where ZPAu(t) is a set of “effective” synaptic projections (see Section 3.3.3 for details)

from premotor cortex to higher order auditory cortices that encodes auditory expectations

for the sound being produced. The auditory error cells become active during production

if the speaker’s auditory feedback of his/her own speech deviates from the auditory target

for the sounds being produced. The synaptic weights encode target regions for each point

in time from the start of production to the end of production of the speech sound they

encode. That is, each column of the weight matrix represents the target at one point in

time, and there is a different column for every 1 ms of the duration of the speech sound.

A number of different auditory representations have been used in the model, including

formant frequencies, log formant ratios (Miller, 1989), and wavelet-based transformations

of the acoustic signal. In this dissertation and in the computer simulations reported below,

a formant frequency representation is used in which Au(t) is a three-dimensional vector

whose components correspond to the first three formant frequencies of the acoustic signal.

Correspondingly, ∆Au(t) represents a difference in formant frequency space.



41

Somatosensory state cells, error cells and expectations

The model also includes somatosensory state cells that correspond to the representation of

speech articulators in somatosensory cortical areas (BA 1,2,3,40,43):

S(t) = fArS(Artic(t − δArS)) (3.4)

where fArS is a function that transforms the current state of the articulators (Artic defined

later) into the corresponding somatosensory map state (e.g., proprioceptive and tactile in-

formation from vocal tract) and δArS is the time it takes for proprioceptive and tactile

information from the vocal tract to reach the cortical areas. It is currently assumed that

both these forms of information arrive synchronously. O’Brien et al. (1971) measured

evoked potentials in somatosensory cortex induced by stimulation of facial nerves inner-

vating the lips, jaw, tongue, and larynx in anesthetized monkeys. They reported typical

latencies of approximately 5-20 ms, though some somatosensory cortical cells had signif-

icantly longer latencies, on the order of 50 ms. Schroeder and Foxe (2002) measured

latencies of approximately 10 ms in inferior parietal sulcus to somatosensory stimulation

(electrical stimulation of a hand nerve). Based on these results, an estimate of 15 ms is

used for δArS in the simulations reported below.

The function fArS is implemented algorithmically and transforms the articulatory state

into a 22-dimensional somatosensory map representation S(t). The first 16 dimensions

of S(t) correspond to proprioceptive feedback representing the current positions of the

8 Maeda articulators, each represented by an antagonistic pair of cells as in the motor

representation. The remaining 6 dimensions correspond to tactile feedback, consisting

of palatal and labial tactile information derived from the first five Maeda articulatory

parameters using a simple modification of the mapping described by Schwartz and Boë

(2000, see Appendix B for details).

Somatosensory error cells code the difference between the somatosensory target region
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for a speech sound and the current somatosensory state:

∆S(t) = S(t) − ZPS(t) (3.5)

where ZPS(t) encodes somatosensory expectations for the sound being produced. The

somatosensory error cells become active during production if the speaker’s somatosensory

feedback from the vocal tract deviates from the somatosensory target region for the sound

being produced.

Motor cortex velocity and position cells

According to the model, feedforward and feedback-based control signals are combined in

motor cortex. The model’s motor cortex velocity cells correspond to “phasic” cells found

in motor cortex single-cell recording studies. The model includes two sets of motor velocity

cells: one that encodes a feedback control signal and one that encodes a feedforward control

signal.

Feedback control signals project from sensory error cells to the motor cortex. These

inverse differential kinematic projections are governed by the following equation:

∆MFeedback(t) = ZAuM (t)∆Au(t − δAuM ) + ZSM (t)∆S(t − δSM ) (3.6)

where ZAuM (t) and ZSM (t) are synaptic projections that transform directional sensory

error signals into motor velocities that correct for these errors. The model’s name, DIVA,

derives from this mapping from sensory Directions Into Velocities of Articulators. These

weights can be tuned during babbling by monitoring the relationship between movement

commands and their sensory consequences. The motor cortex cells combine the feedforward

and feedback signals into a single phasic command.

∆M(t) =
1

αff + αfb

[αff∆MFeedforward(t) + αfb∆MFeedback(t)] (3.7)

where αff and αfb are parameters that determine how much the model is weighted toward

feedback control and feedforward control, respectively.
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The feedforward motor command is hypothesized to project from ventrolateral premo-

tor cortex to primary motor cortex both directly and via the cerebellum and is represented

by the following equation in the model:

∆MFeedforward(t) = ZPM (t) − M(t) (3.8)

The projections ZPM (t) encode the feedforward motor command for the speech sound be-

ing produced. This command can be learned over time by averaging the motor commands

from previous attempts to produce the sound. Once an appropriate feedforward command

sequence has been learned for a speech sound, this sequence will successfully produce the

sound with very little, if any, contribution from the feedback system, which will auto-

matically become disengaged since no sensory errors will arise during production unless

unexpected constraints are placed on the articulators or the auditory signal is perturbed.

The model’s motor cortex position cells correspond to “tonic” cells found in motor cor-

tex single-cell recording studies. They represent the length of a muscle or muscle synergy,

and they act as a command to the motor periphery. Their activity is governed by the

following equation:

M(t) = M(tstart) +

t
∫

tstart

∆M(x)GO(x)dx (3.9)

where GO(x) is a gating signal that is 0 when not speaking and 1 when speaking1. The

combined signal is used to command the movement of the vocal tract articulators through

the corticobulbar tract. The muscles that move these articulators are controlled by the

cranial nerves: CN V Trigeminal, CN VII Facial, CN IX Glossopharyngeal, CN X Vagus

and CN XII Hypoglossal (Brodal, 1981; Zemlin, 1998). Although the model does not have

a representation of muscle dynamics, the motor cortical state (M(t)) is represented by a

16-dimensional vector where each pair of cells act as agonist and antagonist muscles that

control each of the 8 articulators of the vocal tract model (described later). In the model

1Voluntary changes in speaking rate are currently not handled by the model. See Chapter 7 for a
discussion.
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simulations, the motor cortex signal controls these parameters to produce a dynamically

changing vocal tract configuration. The resulting vocal tract area function is converted

into a digital filter that is used to synthesize an acoustic signal that forms the output of

the model.

Articulatory and acoustic state

The model also contains variables corresponding to the current articulatory and acoustic

state. These values do not correspond to any brain cell activities; they correspond instead to

the physical positions of the articulators and the resulting acoustic signal. The articulatory

state describes the positions of the eight articulators in the Maeda articulatory synthesizer,

and is governed by the following equation in the model:

Artic(t) = fMAr(M(t − δMAr)) (3.10)

where fMAr is the function relating the motor cortex position command to the Maeda

parameter values (transforming each antagonistic pair into a single articulator position

value) and is the inverse of the proprioceptive part of the fArS function. The Maeda

articulatory vocal tract synthesizer originally consisted of seven parameters but the lip

height parameter has been separated into upper lip and lower lip position parameters. The

details of the vocal tract and its extension are described in Appendix C. The acoustic state

is determined from the articulatory state as follows:

Acoust(t) = fArAc(Artic(t)) (3.11)

where fArAc is the transformation performed by Maeda’s articulatory synthesis software.

Roughly speaking, the delay δMAr corresponds to the time it takes for an action poten-

tial in a motor cortical cell to affect the length of a muscle via a subcortical motoneuron.

This time can be broken into two components: (1) the delay between motor cortex acti-

vation and activation of a muscle as measured by EMG, and (2) the delay between EMG

onset and muscle length change. Regarding the former, Meyer et al. (1994) measured the
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latency of EMG responses to transcranial magnetic stimulation of the face area of motor

cortex in humans and found latencies of 11-12 ms for both ipsilateral and contralateral

facial muscles. Regarding the latter, time delays between EMG onset and onset of the

corresponding articulator acceleration of approximately 30 ms have been measured in the

posterior genioglossus muscle of the tongue (Majid Zandipour and Joseph Perkell, personal

communication); this estimate is in line with a more thorough investigation of bullfrog mus-

cles which showed average EMG to movement onset latencies of approximately 24 ms in hip

extensor muscles, with longer latencies occurring in other leg muscles (Olson and Marsh,

1998). In keeping with these results, a 42 ms delay is used in the simulations reported

below.

Contribution of feedforward and feedback components

Before an infant has any practice producing a speech sound, the contribution of the feed-

forward control signal to the overall motor command is small since it is not yet tuned.

Therefore, during the first few productions, the primary mode of control will be feedback-

based control. During these early productions, the feedforward control system “tunes itself

up” by monitoring the motor commands generated by the feedback control system (Kawato

and Gomi, 1992). The feedforward system gets better and better over time, all but elim-

inating the need for feedback-based control except when external constraints are applied

to the articulators (e.g., a bite block) or auditory feedback is artificially perturbed. As

the speech articulators get larger with growth, the feedback-based control system provides

corrective commands that are eventually subsumed into the feedforward controller. This

allows the feedforward controller to stay properly tuned despite dramatic changes in the

sizes and shapes of the speech articulators over the course of a lifetime (Callan et al., 2000).

The model implicitly predicts that auditory or somatosensory errors will be corrected

via the feedback-based control mechanism, and that these corrections will eventually be-

come coded into the feedforward controller if the errors are consistently encountered (see

next section for learning in the feedforward control subsystem). This would be the case if a
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systematic auditory perturbation (e.g, a shifting of one or more of the formant frequencies

in real time) or a consistent somatosensory perturbation is applied (e.g., a perturbation to

the jaw). Houde and Jordan (1998) modified the auditory feedback of speakers (specifically,

shifting the first two formant frequencies of the spoken utterances and feeding this shifted

auditory information back to the speaker with a time lag of approximately 16 ms) and noted

that the speakers compensated for the shifted auditory feedback over time. Tremblay et al.

(2003) performed an experiment in which jaw motion during syllable production was mod-

ified by application of a force to the jaw, which did not measurably affect the acoustics of

the syllable productions. Despite the lack of measurable changes in the acoustics, subjects

compensated for the jaw force, suggesting that they were using somatosensory targets. The

DIVA model provides a mechanistic account of these sensorimotor adaptation results.

3.3.3 The synaptic projections

The functions ZPAu(t), ZPM (t), ZPS(t), ZAuM (t) and ZSM (t) are the key elements in

clarifying how the model functions in terms of temporal alignment and learning. These

projections behave as “functional weights.” Each function includes a set of synaptic weights

(e.g., zPAu is a weight matrix for ZPAu) in addition to possibly including cerebellar and

other cortical circuitry. Similar to the previous models, the weights for the sensory projec-

tions zPAu and zPS represent multidimensional regions, rather than points. However, these

regions can now vary with time to represent a dynamic sensory trajectory. In addition to

storing weights, these “functions” may also account for transmission delays. For example,

the weights projecting from premotor to auditory cortex incorporate an auditory feedback

delay in addition to premotor to auditory delays:

ZPAu(t) = P (t − δPM − δMAr − δArAu)zPAu(t − δPM − δMAr − δArAu) (3.12)

In the above equation the term, t − δPM − δMAr − δArAu, acts as an index that selects

the appropriate set of weights from the spatiotemporal weight matrix zPAu. These weights

determine the sensory expectations that should match the incoming sensory information.
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The projections share some common properties. The projection from premotor to

auditory error cells ZPAu(t) is learned from external sounds while the associations for the

remaining projections are learned from information generated by the system (e.g., during

babbling movements). The projections from premotor to the higher order sensory cortices

have a delayed effect in order to align the activity with the incoming sensory afference

due to the motor command while the remaining projections have an immediate or near

immediate effect on their post-synaptic cells. The projections ZPAu(t), ZPS(t) and ZPM (t)

can be considered forward projections associating motor actions to their corresponding

sensory consequences, while ZAuM (t) and ZSM (t) would be considered inverse projections

associating sensory changes with corresponding motor changes. The projections ZPAu(t),

ZPS(t) and ZPM (t) contain spatiotemporal weight matrices whereas ZAuM (t) and ZSM (t)

contain only spatial weight matrices. Spatiotemporal projections represent spatial and

temporal properties (e.g., formant positions or regions for each time point in an utterance

such as /ba/). Spatial projections represent only spatial properties; e.g., mapping a change

in sensory space to a change in motor space requires no temporal information.

If the projections are thought to be synapses from one group of cells to another, then the

learning of an association between these groups can be defined in terms of three quantities:

context (or input), output and teaching signal (secondary input). Context represents the

activity of the presynaptic cell. Output represents the activity of the postsynaptic cell. The

teaching signal is some additional input that allows modification of the association between

the input and output cells. Details of how these projections are possibly learned and

how they are activated at the appropriate time are presented in the following paragraphs.

A discussion of how the cerebellum can contribute towards learning these projections is

presented in the next chapter.

Premotor to higher order auditory projection: ZPAu(t)

The purpose of this projection is two-fold: (1) to define the expected auditory consequences

in the higher order auditory regions and (2) to ensure that this projection is temporally
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aligned with the actual auditory afference such that an appropriate error can be computed.

It is hypothesized that the spatiotemporal weights of this projection become tuned when

an infant listens to examples of a speech sound, e.g. as produced by his/her parents2. In

the current model the weights are algorithmically tuned by presenting the model with an

audio file containing a speech sound produced by an adult male. The weights encoding

that sound are then adjusted so that they encode upper and lower bounds for each of the

first three formant frequencies at 1 ms intervals for the duration of the utterance.

In terms of timing, when a sound is heard, successful categorization of the sound leads

to premotor activity. The trick is to determine a method of triggering the premotor cell

to read out the sound pattern with an appropriate delay. Algorithmically, this involves

learning the time delay between premotor activity and the corresponding sensory activity.

This delay can then be used to determine when the projections from the premotor cortex

are activated in the auditory error cells.

Biologically one way of implementing this alignment would be to vary the degree of

corticocortical myelination to delay neural information transfer by the appropriate delay.

Such variation has been observed in the climbing fiber projections to the Purkinje cells in

the cerebellum (Lang and Rosenbluth, 2003). Such an option would predict that a fully

developed system would be incapable of adapting to a delayed auditory feedback. A second

option would be to use the cerebellum, which is capable of predicting time intervals and

remains adaptive beyond the developmental period. Such an approach is hypothesized in

the following chapter.

2A discussion of how this learning takes place in humans is beyond the scope of this dissertation. One
approach to classify the sensory input representations into corresponding targets is to use a process involving
statistical clustering (Mattys and Jusczyk, 2001; Jusczyk, 1999). This process involves categorizing input
sounds based on how often these sounds are heard and the differences between these sounds in terms of
sensory activation. See Morasso et al. (2001) and Westermann and Reck (2004) for modeling work on
learning these mappings.
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Premotor to higher order somatosensory projection: ZPS(t)

It is hypothesized that the spatiotemporal weights of ZPS(t) become tuned during correct

self-productions of the corresponding speech sound. This occurs after learning of the au-

ditory target for the sound since the auditory target can be learned simply by monitoring

a sound spoken by someone else, but many aspects of the somatosensory target require

monitoring of correct self-productions of the sound, which are expected to occur after (and

possibly during) the learning of feedforward commands for producing the sound.

Regarding the timing aspect, the somatosensory feedback activity always occurs after

the activation of the speech sound map cell (as opposed to the auditory targets described

above). Thus the premotor to somatosensory projections need to have a delayed effect on

their targets to match expectation with sensation. This involves learning a delayed asso-

ciation between input (premotor cortical activation) and output (somatosensory targets)

based on the teaching signal (somatosensory feedback). Although this is a different form

of association (teaching signal arrives after context as opposed to teaching signal before

context in the auditory target scenario above), computationally this is implemented in

exactly the same manner as the readout of the auditory target described above.

Premotor to motor projection: ZPM (t)

The spatiotemporal weights of the feedforward projection from premotor to motor cortex

is learned over time by averaging the motor commands from previous attempts to produce

the sound. Similar to the somatosensory projections described previously, the teaching

signal (motor activity due to corrective feedback command) occurs after the context is

generated. However, unlike the somatosensory projections which needed to have a delayed

effect, the output from this projection needs to have an immediate effect. There is no

temporal alignment required here, but one has to match the corrective command to the

motor command that generated it.

Biologically this sort of learning is based on the concept of eligibility traces (Klopf,

1982). In this sort of learning, the order of activity is: context gets activated, output takes
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place and then after some delay learning takes place. Again, the cerebellum may be used

to perform this type of learning and the scope and implications of that will be discussed

in the next chapter.

Higher order sensory to motor cortex projections: ZSM (t) and ZAuM (t)

The spatial weights of the two inverse projections ZSM (t) and ZAuM (t) have the same issues

of timing as learning the auditory pattern of activity. In order to learn these associations, a

movement is made and the sensory changes corresponding to the movement are associated

with the movement itself.

Mathematically speaking, these projections approximate a pseudoinverse of the Jaco-

bian of the function relating motor cortical activity (M(t)) to the corresponding sensory

state (Au(t) and S(t)). Though calculated algorithmically in the current implementation,

these weights are believed to be tuned during an early babbling stage by monitoring the

relationship between movement commands and their sensory consequences (see Guenther

et al. 1998; Guenther 1995 for simulations involving learning of the weights). These synap-

tic weights effectively implement what is sometimes referred to as an “inverse model” in the

motor control literature, since they represent an inverse kinematic transformation between

desired sensory consequences and appropriate motor actions.

In terms of timing, the sensory changes arriving later have to be associated with the

movements made earlier. For a biologically plausible implementation, the model can utilize

an eligibility trace mechanism (Klopf, 1982) to learn this association between the sensory

error cells and phasic motor cells that generatee the feedback motor command. The motor

phasic cells that generate the movement produce an eligibility trace. When the sensory

changes occur, these are associated with the motor phasic cells through a Hebbian learning

scheme. It is assumed that this map is learned during “motor babbling.”

The following section will demonstrate the performance of the model during normal pro-

duction illustrating the learning process. Simulations of model response to somatosensory

perturbations will also be presented. These are intended to illustrate the temporal aspects
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of combining feedforward and feedback control and the algorithmic implementations of

temporal alignment and learning processes.

3.4 Simulations

This section describes computer simulations that illustrate the model’s ability to learn to

produce new speech sounds, as well as simulations of lip and jaw perturbation experiments.

Introducing perturbations during a speech task and observing the system response provides

information about the nature of the controller. In particular, the time course and movement

characteristics of the response can provide a window into the control processes, including

neural transmission delays and the nature of the transformation between sensory and motor

representations. Parameter choices and targets are presented in Appendix D.

The simulations presented in the section highlight the characteristics of the model that

distinguish the new model from its predecessors. The model introduced the idea of sepa-

ration of feedback and feedforward control subsystems. The first simulation demonstrates

the model’s capability to learn a spatiotemporal sound pattern and in particular illustrates

the transfer of control from the feedback to the feedforward controller. The new model

incorporates realistic delays between components and remains stable during learning and

execution. The earlier versions of the model would not be stable if delays were introduced

between the model components. The first example also demonstrates this stability during

learning. As the earlier models did not have any delays in them, they were incapable of

simulating the time-course of responses to perturbations. The second and third simula-

tions demonstrate the ability of the model to simulate such data while maintaining other

fundamental properties, such as motor equivalence.

3.4.1 Simulation 1: “good doggie”

For this simulation, an utterance of the phrase “good doggie” was recorded at a sampling

rate of 10 kHz. Formants were extracted from the signal and were modified slightly to

form an auditory target that better matched the vocal tract characteristics of the Maeda
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synthesizer. The auditory target was represented as a convex region for each time point

(see Guenther et al. 1998, for a discussion of convex region targets). Figure 3·6 shows the

results of the simulations through the spectrograms of model utterances. The top plot

shows the original spectrogram. The remaining plots show the 1st, 3rd, 5th, 7th, and 9th

model attempts to produce the sound. With each trial, the feedforward system subsumes

the corrective commands generated by the feedback system to compensate for the sensory

error signals that arose during that trial. As can be seen from the figure, the spectrograms

approach the original as learning progresses. The left bar on the right corresponds to the

contribution of the feedforward command while the right bar corresponds to the feedback

activity. As learning progresses the feedforward system gets better, thereby reducing the

error detected by the feedback system. As a result the contribution of the feedback system

diminishes with time.

The process by which the model learns can be best thought of as trying to mimic the

acoustic properties of the original signal. This mimicry does not utilize any knowledge

of what phonetic units may be contained in the acoustic signal. Instead, it focuses on

generating a time-varying modulation of the vocal tract, the output of which best matches

the target. The generation of the motor commands is driven by the discrepancy between

the target and the model’s output.

3.4.2 Simulation 2: Abbs and Gracco (1984) lip perturbation

In this simulation of the lip perturbation study (Abbs and Gracco, 1984), the model’s lower

lip was perturbed downward using a steady force during the movement toward closure of

the lips when producing the utterance /aba/. Figure 3·7 shows a comparison of the model’s

productions to those measured in the original experiment for normal (no perturbation) and

perturbed trials. The experimental results demonstrated that the speech motor system

compensates for the perturbation by lowering the upper lip further than normal, resulting

in successful closure of the lips despite the downward perturbation to the lower lip. The

corresponding model simulations are shown in the right panel of Figure 3·7.
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Figure 3·6: Spectrograms showing the first three formants of the utterance “good doggie” as
produced by an adult male speaker (top row) and by the model (bottom rows). The black bars on
the right show the relative contribution of the feedforward command (left bar) and the feedback
command (right bar). The model first learns an acoustic target for the utterance based on the
sample it is presented (top row). Then the model attempts to produce the sound, at first primarily
under feedback control, then with progressively improved feedforward commands supplementing the
feedback control. As the model “practices” the utterance, the feedforward control signals become
accurate enough for the model to closely imitate the formant trajectories from the sample utterance.
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The model was first trained to produce the utterance /aba/. After the sound was

learned, the lower lip parameter of the model was then perturbed with a constant downward

force. This was similar to the perturbation applied in the original experiment. The onset of

perturbation was determined by tracking the velocity of the jaw parameter. The vertical

black line marks the onset of perturbation. The position of the lips during the control

condition is shown with the dashed lines while the position during the perturbed condition

is shown with the solid lines. When the lips are perturbed, the tactile and proprioceptive

feedback no longer matches the somatosensory target, giving rise to a somatosensory error

signal. This error signal leads to the generation of a corrective motor command through

the model’s feedback subsystem. The command is generated approximately 60 ms (the

sum of δArS , δSM and δMAr ) after the onset of perturbation. This is within the range

of values (22-75 ms) measured during the experiment. If the perturbation was applied

continuously, the system would adapt to the perturbation over a set of trials.

3.4.3 Simulation 3: Kelso, Tuller,Vatikiotis-Bateson and Fowler (1984) jaw

perturbation

In the experiment (Kelso et al., 1984), the jaw was perturbed downward during the upward

movement of the closing gesture in each of the two words: /baeb/ and /baez/. Their results

demonstrated that the upper lip compensated for the perturbation during the production

of /baeb/ but not during the production of /baez/ (top panel of Figure 3·8). These

results indicate that compensation to perturbation does not affect the whole vocal tract

but primarily affects articulators involved in the production of the particular phonetic unit

that was being perturbed. Since the upper lip is not involved in the production of /z/, it

is not influenced by the jaw perturbation in /baez/.

In the model simulations (bottom panel of Figure 3·8), we used the words /baeb/

and /baed/ to demonstrate the effects of jaw perturbation. The vocal tract model is not

capable of producing the phoneme /z/ simply by controlling the 8 parameters3, so instead

3Glottal source parameters of the Maeda vocal tract model need to be controlled in addition to the
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Figure 3·7: Abbs and Gracco (1984) lip perturbation experimental results (left) and model simu-
lation results (right). Far left panels show upper and lower lip positions during bilabial consonant
production in the normal (top) and perturbed (bottom) conditions of the Abbs and Gracco (1984)
experiment; shown to the right of this is a superposition of the normal and perturbed trials in a
single image. Arrows indicate onset of perturbation.[Adapted from Abbs and Gracco (1984)] The
right panel shows the lip heights from model simulations of the control (dashed lines) and per-
turbed (solid lines) conditions for the same perturbation, applied as the model starts to produce
the /b/ in /aba/ (vertical line). The solid lines demonstrate the compensation provided by the
upper and lower lips, which achieve contact despite the perturbation. The latency of the model’s
compensatory response is within the range observed in the experiment.

the phoneme /d/ was used. Both /z/ and /d/ do not involve the lips, and the positions of

the tongue during the production of those phonemes are similar. The upper lips are not

involved in the production of the alveolar stop /d/. A steady perturbation corresponding to

the increased load in the experiments was applied during the upward movement of the jaw.

The perturbation was simulated by adding a constant value to the jaw height articulator

parameters controlling the shape of the vocal tract. These parameters have been difficult to control and
currently work is being done to understand better the nature of these parameters.
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of the vocal tract model. The perturbation remained in effect through the end of the

utterance, as in the experiment. The onset of the perturbation is indicated by the vertical

line in the simulation diagrams of Figure 5 and was determined by the velocity and position

of the jaw displacement. The dotted lines indicate the positions of the articulators in the

normal (unperturbed) condition. The solid lines indicate the positions in the perturbed

condition. As in the experiment, the upper lip compensates by moving further downward

when the bilabial stop /baeb/ is perturbed, but not when the alveolar stop /baed/ is

perturbed.

3.5 Summary

In this chapter, a revised DIVA model was presented that extended the neural bases of

the model to discrete brain regions, provided a control solution to the problem of neu-

ral transmission delays (in particular, delays in sensory feedback) and demonstrated the

model’s ability to provide a detailed account for experiments involving compensations to

perturbations of the lip and jaw. Discussions about the learning in the model’s components

identified timing issues that were solved algorithmically. The second part of this disserta-

tion will present functional imaging data that substantiates the neural bases of this model

and provides directions of extending the model. But first, the next chapter will review and

discuss properties of the cerebellum and provide an alternative physiologically plausible

solution to addressing the temporal alignment and learning issues.
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Figure 3·8: Top: Results of (Kelso et al., 1984) jaw perturbation experiment. Solid lines indicate
normal (unperturbed) trials, and dotted lines indicate perturbed trials. Vertical line indicates onset
of perturbation. Lower lip position is measured relative to jaw. Subjects produce compensatory
downward movement of the upper lip for the bilabial stop /b/ but not for the alveolar /z/. [Adapted
from Kelso et al. (1984).] Bottom: Corresponding DIVA simulation. As in the Kelso et al. (1984)
experiment, the model produces a compensatory downward movement of the upper lip for the
bilabial stop /b/ but not for the alveolar stop /d/.



Chapter 4

THE CEREBELLUM AND ITS RELATION TO DIVA

4.1 Introduction

The cerebellum has an anatomical structure that is consistent throughout (Voogd and

Glickstein, 1998). Given the unique internal structure and the widespread connectivity to

and from cerebral cortex, several hypotheses (see Barlow 2002, for a review) have been

proposed to the effect that the cerebellum utilizes a consistent processing scheme of trans-

forming inputs to outputs. However, the details of how the transfer function is generated

and the possible roles of the cerebellum in cognitive control remain disputed.

In the DIVA model, the cerebellum is hypothesized as a component necessary to refine

the timing of productions. On the assumption that the cerebellum functions as a context-

dependent adaptive subsystem, the specific hypothesis is that it supplements feedback

processing in the cerebral cortex with feedforward execution1 The feedback processing in

cerebral cortex utilizes mismatch between the sensory (in this case auditory and somatosen-

sory) expectation of an action (such as speaking) and the actual sensory feedback. But

such feedback-based control is too slow for the rapid movements of the vocal tract that are

necessary for speaking. This is where the cerebellum comes in. It preempts the cortical,

feedback-based control commands by feedforward commands that are well-timed. In par-

ticular, it will be hypothesized that the cerebellum plays a significant role in feedforward

learning as well as the sensory prediction of action.

Following a review of cerebellar neuroanatomy, neurophysiology and some current mod-

els of cerebellar function, this chapter presents a system level model of the cerebellum. The

1The cerebellum does not replace the feedforward pathway described in the previous chapter but adds
to it. Its contributions are discussed later in this chapter.

58
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model, built using the framework established in the Recurrent Slide and Latch (RSL) model

(Rhodes and Bullock, 2002), explains data obtained from classical conditioning experiments

and is extended to demonstrate the operation of the cerebellum in the presence of neural

transmission delays. Simulations demonstrate the behavior of this extended model. The

chapter concludes with a discussion of the hypothesis (see previous paragraph) and the

utility of such a model in the DIVA framework.

The contributions of the model include accounting for timedelays inherent in neural

transmission (Miall et al., 1993), serial order of motor execution (Rhodes and Bullock,

2002) and inverse kinematics (Miall et al., 1993). The cerebellum is also hypothesized to

play an important role in inverse dynamics, but this topic is not covered in this thesis.

4.2 Review of cerebellar neuroanatomy, neurophysiology and models

A thorough treatment of the neuroanatomy and neurophysiology of the cerebellum is be-

yond the scope of this dissertation, which will restrict itself to presenting an overview in the

following paragraphs. For detailed reviews see Voogd and Glickstein (1998) and Bastian

and Thach (1995).

4.2.1 Neuroanatomy and neurophysiology

General afferent and efferent connections of the cerebellum

The cerebellum is attached to the brainstem via three pairs of peduncles: the inferior

and middle cerebellar peduncles carry information into the cerebellum and the superior

cerebellar peduncle carries the output of the cerebellum. The cerebellum receives all of its

input through mossy fibers from the pontine nuclei and spinal cord, and climbing fibers

from the inferior olive. The pontine nuclei receive input from many areas of cerebral cortex

as well as collaterals of cerebellar outputs. The cerebellum sends its outputs through the

thalamus to all of motor and many other parts of cortex (Schmahmann and Pandya, 1997),

largely avoiding primary sensory cortices. Connections to and from the cerebellum have

been identified in premotor cortex and motor cortex (Kelly and Strick, 2003; Dum and
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Strick, 2003), in SMA (Sakai et al., 2002), in parietal cortex (Clower et al., 2001; Amino

et al., 2001; Stein and Glickstein, 1992; Schmahmann and Pandya, 1989, 1990) and in the

superior temporal region (Schmahmann and Pandya, 1991).

Recent studies (Kelly and Strick, 2003; Dum and Strick, 2003; Middleton and Strick,

2000) have demonstrated the existence of reciprocal connectivity between the cerebellum

and the input and output regions of cerebral cortex. That is, there exist loops through the

cerebellum, which originate and terminate in close proximity in cerebral cortex. Although

these loops have been thus far been demonstrated in primary motor cortex and area 46

in monkeys, it is highly likely that these loops might exist in all regions that project to

the cerebellum. According to Dum and Strick (2003), all critical regions that project to

the cerebellum appear to have a dentate nucleus output pathway back to those regions.

The cerebellum and the basal ganglia do not interact directly with each other and most of

their projections to the thalamus are segregated. However, recent evidence has shown that

the outputs of the two regions may overlap in the intra-laminar layers in the thalamus and

target common areas of the frontal lobe (Sakai et al., 2002, 1999, 1996; Rouiller et al., 1994).

While the global cerebrocerebellar circuitry has been well established, the specificities of

the connection pathways between cerebral cortex and cerebellar cortex through the pontine

nuclei remain largely unclear.

4.2.2 Neuroanatomy: internal structure of the cerebellum

Santiago Ramon y Cajal first demonstrated the internal structure of the cerebellum using

a Golgi staining technique (Cajal, 1990, a translation). Figure 4·1 shows some of the sig-

nificant internal connections in the cerebellum. The mossy fibers (MFs) deliver the inputs

from the pontine nuclei and the spinal cord to the granule cells. Most MFs originating in

the spinal cord also send collaterals to the deep cerebellar nuclei (DCN), while the collat-

erals of MFs from the pontine nuclei are scant (Shinoda et al., 1992). Parallel fibers (PF)

connect the granule cells to the Purkinje cells (PC). The PCs synapse onto DCN cells (in

an inhibitory fashion), thereby completing one part of the circuit. In addition, climbing
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fibers (CF) arising from the olivary nuclei, e.g. the inferior olive (IO), synapse onto the

PCs. They also send collaterals to DCN cells, which in turn project back to the IO.

Figure 4·1: A simplified cerebellar circuit representing the essential elements (see text for details).
The numbers represent the ratio of fiber type to the cells they synapse with (except for the mossy
fiber to Purkinje cell ratio as there is no direct connection between them). Inhibitory neurons
and pathways are indicated in black and excitatory cells are indicated with thin black outlines.
Excitatory pathways are indicated in gray. The dendritic branch of the PC is perpendicular to the
direction of the parallel fiber, but has been shown for visualization purposes. The part of the circuit
inside the cerebellum is surrounded by a dashed outline. Abbreviations: PN, Pontine nuclei; GrC,
Granule cells; PC, Purkinje cells; DCN, Deep cerebellar nuclei; IO, inferior olive; GoC, Golgi cells;
BC, basket cells; SC, stellate cells; mf, mossy fiber; pf, parallel fiber; cf, climbing fiber.

There are 3 types of cells along the PF pathway: Golgi cells, basket cells and stellate

cells. All of them receive inputs from the PFs, but differ in where they synapse. Golgi
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cells synapse on the granule cells, basket cells synapse on the PC somas and the stellate

cells synapse on the PC dendrites. These synapses are all inhibitory. In addition to the

above cells there are unipolar brush cells and Lugaro cells. The brush cells relay MF input

to granule cells in the vermis only. Lugaro cells are inhibited by PC and they in turn

inhibit basket and stellate cells. The DCN cells are the sole output of the cerebellum,

and a significant part of this output reaches cerebral cortex via the thalamus. Within the

cerebellum, one set of DCN cells send inhibitory axons to the IO and another set sends

excitatory collaterals to cerebellar cortex via the pontine nuclei.

The following information is taken from Barlow (2002) and is meant to demonstrate

the massive fan-out at the MF to granule cell projection and the corresponding fan-in at

the PC to DCN projection. Each MF makes contact with roughly 450 granule cells and

the ratio of MFs to PCs is roughly 4:1. The number of PF synapses per PC is estimated at

over 200,000. PFs pass through 450 to 1100 PCs along a folium but synapses are made on

every three to five PCs. There is a ratio of 1 CF to every 15 PCs and when development

is normal, CF synapses on PCs are pruned such that each mature PC is contacted by only

one CF. Each PC contacts roughly 35 DCN cells.

4.2.3 Neurophysiology

Even though the internal architecture of the cerebellum is remarkably similar throughout,

different parts of the cerebellum have been shown to be involved with different aspects

of behavior. The cerebellum can be broadly divided into three phylogenetic subdivisions:

vestibulo- (medial), spino- (intermediate) and cerebro- (lateral) cerebellum as shown in

Figure 4·2 (Kandel et al., 2000). These subdivisions send their output through the fastigial,

interpositus and dentate nuclei respectively.

Lesion studies have demonstrated localized deficits associated with each of these re-

gions. Lesions of the medial cerebellum and the fastigial nucleus impair control of eye

movements and movements requiring the control of balance, such as stance and gait (Thach

and Bastian, 2004; Thach et al., 1992). Damage to the intermediate cerebellum and the
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Figure 4·2: A schematic diagram showing the phylogenetic divisions of the cerebellum and the
corresponding output nuclei. (From Kandel et al. 2000, p. 835)

interposed nuclei results in lack of coordination between agonist-antagonist muscles and

tremor (Thach et al., 1992; Vilis and Hore, 1980). According to Bracha et al. (1999), “the

interposed nuclei are involved in the control of ipsilateral action primitives” and “inactivat-

ing the interposed nuclei affects several modes of action of these functional units (p. 1).”

The intermediate nuclei appear to control voluntary movement of extremities and project

to frontal cortex through the ventrolateral nucleus of the thalamus.

Lateral cerebellar cortex and dentate nuclei lesions cause synergist muscle incoordina-
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tion, reach overshoot, uncoordinated hand-eye movements, impaired multijointed move-

ments, delays in motor cortical cell onset and slight impairment of initiation of movements

triggered by sensory stimuli and mental percepts (Thach et al., 1992; Flament and Hore,

1986; Meyer-Lohmann et al., 1975).

In addition to these tasks, recent imaging studies (Fiez and Petersen, 1998) have demon-

strated the involvement of the extreme lateral, posterior and inferior cerebellum in cognitive

tasks that do not involve overt movements. Recent studies demonstrated a temporal order

of activation of cerebellar nuclei and regions of cerebral cortex. Cells in the lateral zone

often lead movement and the onset of activity in motor cortex, while cells in the interme-

diate area fire after motor cortex (Hore et al., 1977; Thach, 1975; Allen and Tsukahara,

1974).

In a study by Thach (1978), there was a predictive order of cell responses following

a light stimulus that triggered movement. The order of activity was as follows: dentate,

motor cortex, interpositus and then muscles. However, when a transient force was ap-

plied to the wrist, the firing order reversed: muscles, interpositus, motor cortex, then

dentate. Based on these observations, the author suggests that the dentate helps to ini-

tiate movements that are triggered by mentally associated stimuli. On the other hand,

the interpositus is more involved in compensatory or corrective movements initiated via

feedback from movement itself (feedback activity starts before a physical movement has

started).

4.3 Classical conditioning, hypothesized functions and the RSL model

On the basis of the anatomical structure and observed neurophysiology, several functional

roles have been hypothesized for the cerebellum. In a review chapter, Bastian and Thach

(2001) summarize a set of roles that includes tonic reinforcement, timing of behavior,

command-feedback comparison, combining and coordinating movements, sensory process-

ing and motor learning. The cerebellum is considered an integral component for learning

temporally conditioned associations (Attwell et al., 2002). This cerebellar function is the
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key to the utility of the cerebellum in adaptive motor control (e.g., speech production) and

in particular generating signals at an appropriate delay after the onset of a context.

This section is divided into three parts. The first part of this section summarizes

cerebellar involvement in certain experiments of classical conditioning. The second part

describes a set of papers that contribute important insights into the functional role of the

cerebellum. The final part describes the RSL model of the cerebellum. In addition to

explaining various observations of classical conditioning, it forms the basis of the cerebellar

model used in the extended DIVA model.

4.3.1 Cerebellar role in classical conditioning

Classical conditioning provides a clear demonstration of cerebellar involvement in context-

dependent adaptive timing. A stimulus such as an airpuff to the eye causes the eye to

blink. A tone on the other hand would not cause the eye to blink. However, if the subject is

presented with trials where a tone is followed by an airpuff, the subject will eventually start

blinking in anticipation of the airpuff. In the case that this airpuff occurs after a fixed delay

following the presentation of the tone, the subject learns to blink the eye at the appropriate

time to ameliorate the effect of the airpuff. The nervous system has therefore learned to

produce a response (conditioned response) at an appropriate time after the presentation of

a stimulus (conditioned stimulus) in order to suppress the effect of an obnoxious stimulus

(unconditioned stimulus). The conditioned stimulus can be considered the context and the

unconditioned stimulus the teaching signal. The conditioned response is the output of the

system. Several of the timing issues in the DIVA model can be solved using the cerebellum

to implement such functionality. For example, it is generally accepted that the cerebellum is

important for the acquisition and performance of the rabbit nictitating membrane response

(NMR; see Bracha 2004 for a review) and the eyeblink response. However, there seems to

be a lack of agreement on the role of the different parts of the cerebellum. A summary of

experimental observations is presented here.

Several studies have demonstrated that lesions of the cerebellar cortex, DCN, or IO
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prevent or impair expression of conditioned responses. In addition, reversible cooling or in-

activations of these structures prevent acquisition of conditioning (Bracha, 2004). Attwell

et al. (2002) review the effect on classical conditioning as a result of inactivation of different

cerebellar sites. The review and its associated studies make a strong case that the cerebel-

lum is a necessary component for learning, maintaining and executing a timed response to

a conditioned stimulus. Other studies (Gerwig et al., 2004; Christian and Thompson, 2003;

Gerwig et al., 2003; Dimitrova et al., 2002; Bracha et al., 2000; Blaxton et al., 1996) have

observed the functional characteristics of the cerebellum during eyeblink conditioning in

humans. According to these studies, specific regions of the cerebellum (e.g. regions covered

by the superior cerebral artery) contribute to eyeblink conditioning. However, few studies

have looked at the interaction of the cerebellar circuit with other areas of the brainstem

during conditioning.

Apart from providing an example of timing, explaining certain characteristics of clas-

sical conditioning is a prerequisite for any cerebellar model. The RSL model discussed

later is capable of simulating different types of classical conditioning and hence will be

used as a starting point for a physiological model that can be used to solve the timing and

learning issues in DIVA. The modifications should be such that the model does not lose

the necessary behavior for various classical conditioning tasks.

4.3.2 The functional roles of the cerebellum

For the purposes of this dissertation, it is very important to consider the article by Allen

and Tsukahara (1974) on cerebrocerebellar interaction. While the article details several

aspects of neuroanatomy and neurophysiology of the cerebral cortex and cerebellum, the

more important contribution is the proposal of a two-stage model (Figure 4·3) of movement

consisting of planning and execution. They hypothesized that the lateral cerebellum is

primarily involved with the planning of movement, while the intermediate cerebellum is

primarily involved with the execution of movement. The lateral cerebellum together with

the basal ganglia and association cortices inform the motor cortex of the execution plan.
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The intermediate cerebellum helps the motor cortices with the execution of this plan.

Figure 4·3: Separation of the planning circuit and the execution circuit and the corresponding
pathways (Allen and Tsukahara, 1974).Abbreviations: ASSN, Association; CX, Cortex; CBM,
Cerebellum; INTERMED, Intermediate.

Allen and Tsukahara cite studies of dentate cooling (Brooks et al., 1973) and dorsal

column sectioning (Taub and Berman, 1968) in monkeys that had learned to make move-

ments between two zones. On cooling the dentate (disconnecting pathway labeled A in the

figure), the monkeys “1) shift to slower movements, 2) need external cues (e.g., auditory,

visual) to locate target zones and 3) develop errors in rate and range in attempting the

movement. (page 993)” In the other study, dorsal root or dorsal column sectioning of the

spinal cord prevents somatosensory feedback (disconnecting pathway labeled B in the fig-

ure). Under these circumstances, movements are impaired but still performed. More rapid

movements were less affected than slower movements, which suggest a feedforward control

for rapid movements. However, when sensory feedback and the cerebellar nuclear response

were simultaneously inhibited, the performance degraded rapidly.

In keeping with the ideas presented by Allen and Tsukahara, Miall et al. (1993) re-

viewed possible roles of the lateral and intermediate cerebellum in visually guided motor
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control while accounting for feedback delays in the system. They introduced an idea from

process engineering called the “Smith Predictor” (Smith, 1959) into neurophysiological mo-

tor control. According to that model, the cerebellum may contribute in two different ways:

as an internal forward model (Wolpert and Miall, 1996) that simulates the behavior of the

motor system predicting sensory outcomes to motor commands, and as a delay model that

queues these sensory predictions to match with actual sensory feedback. It can use the

mismatch in prediction to tune the forward model. The authors do not clarify the learning

processes that enable the cerebellum to function as a delay model in combination with a

forward model.

In a set of articles (Spoelstra et al., 2000; Schweighofer et al., 1998a,b), an inverse

dynamics model of fast-accurate motor control was proposed that takes into account delays

in the system. In the first paper (Schweighofer et al., 1998a) it was hypothesized that, by

learning aspects of the inverse dynamics model, the cerebellum can possibly “increase

the accuracy of reaching movements by compensating for the interaction torques.” In a

companion paper (Schweighofer et al., 1998b), the model was augmented with realistic

delays and noise in the system. However, Spoelstra et al. (2000) pointed out that the

model needs a lot of training and is incapable of handling rapid movements. To effectively

produce rapid movements, the paper introduced cerebellar learning using eligibility traces

and error signals in the form of muscle spindle feedback in the manner of Contreras-Vidal

et al. (1997). An “eligibility trace” allows synaptic modification to take place at a point

in time in the future while allowing the cell to respond immediately. Although inverse

dynamics is not a part of the speech production model described in this dissertation, the

ideas of learning cerebellar inverse models using eligibility traces to account for delays in

the system are important. Such a system can be used to modulate commands from motor

cortex.
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4.3.3 RSL model of cerebellar learning

The RSL model (Rhodes and Bullock, 2002) of the cerebellum is an adaptive timing model

derived from the spectral timing model of Fiala et al. (1996). The models share many

common features. The models receive contextual signals on the mossy fiber (MF) pathways

and teaching signals on the corresponding climbing fiber (CF) pathways. The underlying

assumption behind learning in both the models is that a properly timed response from the

deep cerebellar nuclei (DCN) in the presence of a context in the MF eliminates the CF

input. Both models deal with the nature of timing alone rather than with the combination

of timing and amplitude of responses.

Both models also hypothesize that a second messenger cascade in the dendritic spines

of the Purkinje cells (PCs) provides the required variance in timing of cerebellar responses

observed in experimental data from classical conditioning experiments. In Fiala et al.

(1996), each parallel fiber (PF) to PC synapse gives rise to a spectrum of second messenger

cascades each of which peak at a different time (Figure 4·4). In the RSL model, the duration

of the second messenger cascade is dependent on the PF to PC synaptic strength. Shifts

in the peak timing of the response are obtained by modifying this synaptic strength. This

approach is a much more “economical” alternative in that modulating the timing of the

response requires one cascade instead of relying on multiple cascades for a set of timings

and the learning process becomes simpler as described next.

A functional description of the RSL model can be accomplished with a simple cerebellar

circuit consisting of one of each type of cell (GrC, PC, DCN and IO) and connection (MF,

PF and CF) as shown in Figure 4·1 that schematizes the cerebellum. The RSL model

starts off with a large PF to PC synaptic weight that generates a temporally long cascade

in the presence of a PF signal. In this initial state the cascade does not lead to a release

of inhibition by the PC on the DCN. The lack of a response leads to an error/teaching

signal via the CF pathway. This causes long term depression (LTD) in the PF to PC

synapse leading to a decrease in the PF to PC synaptic weight. This decrease causes a

temporal “slide” of the peak of the cascade response towards the onset of the PF signal.
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Figure 4·4: Timing and amplitude of multiple second messenger responses corresponding to PF
to PC synaptic activation.

The presence of errors keeps causing LTD, thereby lowering the weight and causing a slide.

The timing changes up until the point when the cerebellar output is made at a “desired”

time. At this point, the system is considered to be “latched” to the appropriate timing

mechanism. This latch and hence the resulting DCN output leads the CF signal onset by

a small duration. Whether this lead is variable in nature within the same circuit or fixed

has not yet been experimentally demonstrated. While the presence of a CF signal during a

cascade causes LTD, the absence of one during the cascade causes long term potentiation

(LTP) in the synapse and thereby a loss of timing.

One characteristic of the RSL model of particular interest is that the synaptic weight
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modification stops after a certain number of CF presentations and oscillates around that

stabilized value. This is useful in a learning scenario in which the system receives repeated

presentations of MF input and CF input. The system achieves this stability by allowing

weight modification to take place during the concurrent presence of a positive derivative

signal on the cascade output and the presence of a CF signal. The model treats the CF

input as a transient signal, thereby limiting the window in which the synaptic weight can

change. This is useful in simulations of classical conditioning paradigms.

4.4 A revised model of the cerebellum

4.4.1 Issues to address

A revised model of the cerebellum is proposed in the next section, which addresses the

issues that have been raised with respect to timing and learning in DIVA. The specific

needs of the DIVA model that the cerebellar model might be suitable for addressing are:

1. Appropriate temporal learning of feedforward commands based on feedback com-

mands

2. Timed prediction of expected sensory feedback in the sensory cortices in response to

motor output and/or premotor context.

The RSL model can be adapted to make it suitable for the two scenarios. The cere-

bellum may also be involved in other aspects of speech production such as sequencing of

syllabic units and relative timing of agonist-antagonist muscle commands, but a discussion

of these is beyond the scope of this dissertation. Very few cerebellar models have addressed

the issue of transmission delays. As discussed earlier, neuronal transmission is not instan-

taneous. It takes time for the activity to travel from the cerebellum to the motor periphery

and for sensory information to travel back to the cerebellum. In addition, inputs to the

cerebellum via the mossy fiber (MF) pathway are coming from various parts of the brain.

Due to differential lengths of the connections to the pontine nuclei, the signal could be

arriving asynchronously at the PF to PC synapse. Also, different climbing fibers (CFs)



72

coming from different parts of the body could be bringing information to the same region

of the cerebellum at different times.

Spectral timing models and the RSL model have demonstrated that the cerebellum

could be capable of learning and generating a well-timed response using a second messenger

cascade in the PC. The timing of the response depends on the timing of the IO input which

can vary from paradigm to paradigm relative to MF input. The model is therefore adaptive

in nature. At the same time these models have also eliminated the problem of asynchronous

input at the PF to PC junction. Since each synapse can be modified independently of other

synapses, a staggered input can be lined up using different spectral timing responses as

demonstrated in Figure 3.8. The extensions to the RSL model in order to provide support

for DIVA are discussed next.

4.4.2 Proposed modifications

The RSL model, being a comprehensive model of cerebellar timing, is the starting point

for the modifications. This model provides a stable platform in the sense that it has

already been used to explain different aspects of cerebellar function. For the purpose of

this dissertation, the proposed recurrent connection in the model from DCN output back

to cerebellar cortex via the mossy fibers will not be used, that is, only the “State and

Latch” aspects of the model are relevant. There are two different cerebellar options that

one could use to solve the timing issues. The data available currently do not lead to

the selection of either one of these methods. The different methods are discussed in the

following paragraphs.

Option 1: Cerebellum as a delay model

The first option requires no modification to the RSL circuit, and both the issues are resolved

simply by using the cerebellum to model the relevant delays. However, the cortical DIVA

circuit needs to be modified. The cortical modification for the feedforward part of the

circuit is shown in Figure 4·6.
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Figure 4·5: Since each PF to PC connection has its own cascade in the RSL model, staggered PF
inputs (i.e., different arrival times) can align up with the same CF signal with appropriate choice
of spectral function.

Temporal learning of feedforward commands requires synaptic modification of the

weight matrix zPM based on mismatches that can only be detected after a delay. Let

each time point in the spatiotemporal matrix define a unique context and be associated

with a unique cell in premotor cortex. Also as shown in the figure, this cell (P t
i ) no longer

synapses directly on the phasic feedforward cells (dMff ). Instead a relay cell (PRt
i) is used.

The corresponding phasic feedback cell (dMfb) synapses on this relay cell. Since learning

requires simultaneous firing of two cells, this premotor cell and the relay cell have to be

active at the same time in order to modify the synapse between them. The relay cell is

activated by the phasic feedback cell. The role of the cerebellum would be to reactivate the
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Figure 4·6: Feedforward learning using the cerebellum as a delay model. The circuit for a single
time point is highlighted in black. The same connections are repeated for every single time point.
The double arrows represent the modifiable feedforward weights (zPM ). Black filled circles represent
inhibitory interneurons. All axonal projections are excitatory except those indicated by open circles.
For naming simplicity, P t

i represents a single time point in the duration of the ith speech sound.
Abbreviations: CBM, Cerebellum; P t

i , single time slice of speech sound map cell; PRt
i, relay cell for

the corresponding Pi cell; dMff , phasic feedforward command; dMfb, phasic feedback command;
M , tonic motor command.
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premotor cell at the same time that the feedback activates the relay cell. The cerebellar

output, in addition to reactivating the premotor cortex cell, inhibits the axonal connection

from the relay cell to the phasic feedforward cell. This solution involves re-triggering the

whole spatiotemporal readout at the premotor cell except that the output of the readout

does not reach the phasic feedforward cells. However, since feedback is coming through the

feedback pathway (through dMfb), the feedforward weights can be updated.

The cerebellum needs to associate the premotor cell activity with the feedback signal,

so that the premotor cell can reactivated when the feedback arrives to the relay cell. In the

cerebellum, the climbing fiber input or the teaching signal comes from the phasic feedback

cells, the input context comes from the premotor cell and the output from the DCN goes

back to the same premotor cell completing the loop. To prevent the cerebellum from

going into an infinite reactivation sequence, DCN activity inhibits the projections from the

premotor cell to the cerebellum.

The sensory prediction circuit uses a similar mechanism but the delays in this case are

equal to the two sensory feedback circuits (the auditory feedback and the somatosensory

feedback). As discussed in the previous chapter, the purposes of the premotor to sensory

projections are to align the expectations with the appropriate sensory feedback. As with

the previous case a cerebellar delay model activates the sensory cells at an appropriate time

after the premotor cortical contextual signal, thereby aligning them temporally with the

sensor feedback commands. This is show in Figure 4·7. It is assumed in this functionality

that the baseline firing of the DCN cell in the cerebellum is sufficient to suppress the

sensory relay cell (SR1
i ). The premotor cell is responsible for triggering the sensory cell

(S1
i ). This in turn sends a context signal to the cerebellum, which waits for an amount of

time equal to the sensor feedback delay and fires the relay cell. The relay cell reads out

the sensory expectation and this is compared with the incoming sensory information to

generate an error signal (dS).

This option can be implemented with no change to the RSL model. The role of the

cerebellum is purely to model delays and nothing else, which is what the RSL model is best
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Figure 4·7: Temporal alignment of sensory expectations and sensory input using the cerebellum.
Outside the shaded box is the circuit from Figure 4·6. Inside the shaded box is the temporal align-
ment circuit. The tonic DCN output of the cerebellum inhibits the relay cell SRt

i. However when
the DCN fires, the cell loses its inhibition and generates the sensory expectation. As before, the
double arrows represent the modifiable weights. Black filled circles represent inhibitory interneu-
rons. All axonal projections are excitatory except those indicated by open circles. For naming
simplicity, P t

i represents a single time point in the duration of the ith speech sound. Abbreviations:
CBM, Cerebellum; P t

i , single time slice of speech sound map cell; PRt
i, relay cell for the corre-

sponding Pi cell; dMff , phasic feedforward command; dMfb, phasic feedback command; M , tonic
motor command; St

i , sinlge time slice of sensory expectation cell; SRt
i, sensory expectation relay

cell; S sensory signal; dS, sensory discrepancy.



77

suited to do. The importance of the cerebellum in doing interval timing is well established

(e.g., Spencer et al. 2003). As the feedforward command is represented as a succession of

time points, a question arises as to whether repeating the same sound leads to a deadlock.

This is never going to be the case because the feedback delay (50 to 100ms) is shorter

than the duration of the fastest speaking syllable. Therefore if the same syllable were to

repeated continuously, there would not be a scenario where the weights of a time slice

are being updated from a previous utterance simultaneously with that time slice being

activated for a new utterance. The next option shows a way of implementing feedforward

learning with a modified cerebellar circuit.

Option 2: Cerebellar learning of feedback commands

The second option would be to assume that the cerebellum implements eligibility traces and

itself learns the feedback command. This option applies only to solving the learning process

of the feedforward command and cannot solve the sensory prediction issue. However, with

this solution the cerebral circuit would not require a change for learning the feedforward

command. There are three aspects of the error signal that need to be considered when

implementing such a learning scheme with the cerebellum. First, the eligibility trace has to

peak at the appropriate time close to the timing of the error signal. Second, the amplitude

of the error determines the amount of learning. The final aspect is the circuitry of this

error signal. This is shown in the left panel of Figure 4·8. The circuit is very similar to

the feedforward learning circuit discussed in the previous section. The difference is in the

connections of the cerebellum. In this case, the cerebellum gets contextual input through

the mossy fiber pathway from the P cell and a teaching signal through the climbing fiber

pathway from the phasic feedback cell. The output of the cerebellum synapses on the

premotor relay cell. Unlike the previous option one common relay cell can be used by all

the premotor time-slice cells. The right half of the figure shows a functionally equivalent

simplified form of the same circuit.

The RSL model currently is a cerebellar timing model and the rate of climbing fiber
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Figure 4·8: Feedforward learning using the cerebellum. Black filled circles represent inhibitory
interneurons. All axonal projections are excitatory except those indicated by open circles. The left
half of the figure utilizes a similar circuit as shown in Figure 4·6. The cerebellum gets contextual
input through the mossy fiber pathway from the P cell and a teaching signal through the climbing
fiber pathway from the phasic feedback cell. The output of the cerebellum synapses on the premotor
relay cell. The right half of the figure shows a simplified form of the same circuit which does not
require a phasic feedforward cell or a relay cell, but achieves the same function as the circuit on
the left. Abbreviations: CBM, Cerebellum; P t

i , single time slice of speech sound map cell; PRt
i,

relay cell; dMff , phasic feedforward command; dMfb, phasic feedback command; M , tonic motor
command; Mff , tonic feedforward command; mf , mossy fiber; cf , climbing fiber.

activity (proportional to amplitude) does not have any effect on the learning. Therefore,

the first step is to hypothesize a cerebellar locus (an adaptive synapse) for learning the

timing and another such locus for learning the amplitude of the error. The timing locus

was considered to be the parallel fiber synapse with the Purkinje cell in the RSL model.

The amplitude locus is suggested to be the synapse between the Purkinje cells and the

DCN (Aizenman et al., 1998). If all eligbility traces had the same shape, that is they

peaked at the same time, a timing locus would not be necessary and one could use the PF

to PC synapse to store the amplitude of the response.
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Another modification required for the group of cells implementing this functionality

is that the Purkinje cell changes its firing rate (“activates”) as soon as the parallel fiber

contexts hit the Purkinje cells. Each time slice of the premotor command presents a

different context (as described in the previous option) to the cerebellum and is represented

in the model by different parallel fiber activity. The climbing fiber signal contains the

feedback command.

The cerebellum, in addition to learning the timing of the feedback with respect to

the context, also learns the amplitude of the feedback. The output of the cerebellum

projects to phasic feedforward cells of motor cortex and adds to the command. Since this

corticocerebellocortical loop delay is small, the premotor cortical cells can directly sample

the phasic cells in order to update the spatiotemporal weights.

4.4.3 Summary of revised model

Changes to the RSL model are only required to implement the second option. In option 2,

the PC to DCN synaptic weight update is dependent on the size of the error signal and the

PC to DCN connection fires as soon as the PF volley hits the PC. These modified models

can be used in place of the algorithmic processes in DIVA in order to solve the timing and

learning issues in the model. There are still a lot of assumptions being made about the

role of the cerebellum and further experiments will be required to answer the questions.

The following section summarizes the relevance of the cerebellum to the DIVA model.

4.5 Discussion of cerebellar contributions to DIVA

The role of cerebellum in the timing of motor commands, both speech and non-speech,

has been investigated in many studies (Hore et al., 2002; Ackermann et al., 1999a, 1998;

Penhune et al., 1998; Kent et al., 1979). It has been suggested that the lateral cerebellum

is more involved with internal timing, while the medial cerebellum is more connected to

the timing of execution (Ivry et al., 1988). It has also been suggested that the cerebellum

acts as an internal model, forward or inverse or both (Miall, 2003; Wolpert and Miall,
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1996; Miall, 1983). Miall (2003) discussed the overlapping concepts of mirror neurons and

forward or internal models and described possible cortical and cerebellar circuits that may

implement the schemes. Prism-adaptation experiments constitute an analogous system

that necessitates a transformation from a new visual space to motor coordinates. The

cerebellum has been shown to be a necessary component for learning this transformation

(Baizer et al., 1999).

For the purpose of this dissertation, it is hypothesized that the cerebellum may con-

tribute in two different ways: as a delay model that delays signals for an appropriate

duration or triggers appropriate parts of cerebral cortex at the proper times and as a locus

for learning feedback commands. All of these contributions can be made with a cerebellar

model as described in the previous section. Whether the cerebellum is involved in trigger-

ing appropriate actions or in a combination of triggering and action modification, remains

to be determined.

The primary idea of cerebellar involvement in speech production is a result of combining

the notions of separate cerebellar roles for planning and execution (Allen and Tsukahara,

1974) and the use of cerebellar timing mechanisms as a Smith Predictor or delay model

(Miall et al., 1993). In the context of the DIVA model, there is a delay between the muscle

activation and the sensory feedback due to the activation. Information needs to be stored

for an appropriate period of time or reactivated at the appropriate time to match the

sensory delay so that error based corrections can be made. This delay is modeled using

a cerebellar timing model. While cerebellar timing has been the focus of most cerebellar

studies, the cerebellum is also an ideal structure for a predictive model. The cerebellum

can also be used as an inverse dynamic model, given the strong associations it has with

motor cortex. Since the thesis does not deal with inverse dynamics, this particular role

will not be presented, but it will be discussed briefly at the end of the thesis.

The target of the modeling component of this dissertation was to understand the pro-

duction of a single multisyllabic word with a focus on the production of a single syllable.

To understand cerebellar contributions to speech, the complex process needs to be teased
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apart into components of planning, sequencing and coordination. A thorough discussion

of cerebellar contribution to all these different aspects of speech production is beyond the

scope of this dissertation. But, the modeling component of this dissertation has described

a neural model of speech production, highlighted the problems caused by sensory feedback

delays and suggested cerebellar function that can resolve these problems. In the second

part of the dissertation, the neural substrates of speech are explored using fMRI experi-

ments. These experiments were conducted to compare and contrast brain activity during

production of elementary phonetic units such as syllables and syllable-pairs in neurologi-

cally normal subjects and subjects diagnosed with ataxic dysarthria. Based on the results,

extensions to the model will be proposed.



Chapter 5

REVIEW OF ATAXIC DYSARTHRIA

5.1 Introduction

This chapter provides an overview of the characteristics of ataxic dysarthria, first as a

general disorder and then as a speech specific disorder. This information will be used

to discuss the role of the cerebellum in the model and in the general context of speech

production. The material in this section is largely derived from several reviews of ataxic

dysarthria (Freed, 2000; Kent et al., 2000a,b; Schulz et al., 1999; Duffy, 1995; Darley

et al., 1975). This will allow us to better understand the results from the fMRI studies

(Chapter 6) and also to further clarify the role of the cerebellum during speech production.

The chapter concludes with a discussion of how the cerebellum may play different roles at

different levels of the speech production mechanism.

5.2 Ataxic dysarthria: a review

Ataxic dysarthria is neuromuscular motor disorder that results from bilateral or general-

ized damage to the cerebellum as well as pathways leading to and from the cerebellum.

Ataxic dysarthria comprises 13.3% of motor speech disorders and 14.6% of all dysarthrias

(Duffy, 1995). Effective damage to the cerebellum can be caused by a number of different

causes. Various etiologies are listed in Table 5.2. Depending on the location of the prob-

lem, different aspects of behavior may be affected. Also as seen from the table, most of the

causes affect other aspects of the CNS in addition to the cerebellum. This makes it more

difficult to attribute a certain observed deficiency purely to the cerebellum. According to

Darley et al. (1975) localized damage to the cerebellum results in deficits of “equilibrium,

gait, unilateral limb coordination or speech,” while “generalized damage may initially affect

82
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Etiology Percentage Examples

Degenerative 34 Autosomal dominant cerebellar ataxia of late
onset, idiopathic sporadic late onset cerebellar
ataxia, Friedreich’s ataxia, olivopontocerebel-
lar degeneration

Vascular 16 Cerebellar stroke, cerebellar hemorrhage,
blockage of cerebellar arteries

Demyelinating 15 Multiple sclerosis

Undetermined 14

Toxic/Metabolic 7 Medication, alcohol/drug abuse, prolonged vi-
tamin E or B12 deficiency

Traumatic 6 Close head injury, penetrating head injury

Inflammatory 5

Tumor 3 Metastatic tumors, Low-grade astrocytoma,
Hemangioblastomas

Multiple 3 Stroke+degenerative

Other 1 Depression, personality disorder

Table 5.1: Etiologies of ataxic dysarthria for 107 recorded cases at the Mayo
Clinic from 1969-1990 (Freed, 2000).

only one cerebellar function” but eventually impairs equilibrium, gait, limb coordination

and speech. Freed (2000) described cerebellar ataxia as being synonymous with movement

deficits of timing, force, range and direction. According to Freed, cerebellar damage cre-

ates difficulty in coordinating voluntary movements, controlling the timing and force of

movement especially at initiation and termination of a movement. In addition, cerebellar

dysfunction results in broad-based gait, intention tremors, hypotonia of muscles and prob-

lems with motor learning. While cerebellar dysfunction has been shown to be associated

with a variety of cognitive problems (Schmahmann, 1997), a general discussion of cognitive

deficits is beyond the scope of this thesis.

According to Darley et al. (1975), the speech deficiencies of ataxic dysarthria can

be broadly classified into three categories: articulation inaccuracy, prosodic excess and

phonatory-prosodic insufficiency. This classification scheme has since been used in most

reviews of ataxic dysarthria. Articulation inaccuracy is primarily characterized by im-

precise consonant articulation and distorted vowels. As this imprecision can vary from

utterance to utterance, primarily in multisyllabic words, it is referred to as irregular ar-
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ticulatory breakdown. From a prosodic perspective, ataxic dysarthria is characterized

by equal and excess stress, prolonged phonemes, prolonged intervals between phonemes,

monopitch, monoloudness and a slow rate. Although a number of these characteristics

affect the prosodic intent of speech, a distinction can be made between control of pitch

and control of timing. The final category, phonatory-prosodic insufficiency is characterized

by a harsh voice quality (possibly caused by decreased muscle tone which prevents full

contraction of the muscles), voice tremor and uncoordinated movements with respect to

respiration. This incoordination can lead to exaggerated or paradoxical movements. Exag-

gerated movements can lead to excessive loudness while paradoxical movements can limit

subglottal air available for speech which causes the person to speak on residual air, which

can lead to an increased rate of speech, decreased loudness and a harsh voice.

A discussion of all the speech specific problems of ataxic dysarthria is beyond the scope

of the dissertation. However, the problems with timing and learning are of particular

interest. The following paragraphs describe in greater detail the nature of these deficiencies

both from a general motor control perspective and from the viewpoint of speech motor

control.

5.2.1 Deficits in timing

Several studies have pointed to the role of the cerebellum in controlling timing parame-

ters (particularly duration) for motor control as well as perception. Cerebellar damage

results in various movement timing disorders. In particular there develops a difficulty with

alternating ballistic movements, delays in movement initiation, increased movement dura-

tions, reduced speed of movement, impairments in rhythmic tapping, discrimination of time

intervals and of determining the velocity of moving targets (Ivry, 1997; Ackermann and

Hertrich, 1994; Keele and Ivry, 1990; Inhoff et al., 1989; Ivry et al., 1988; Meyer-Lohmann

et al., 1977).

Specific to timing in speech production, cerebellar impairment causes increased dura-

tions of sentences, words, syllables and phonemes (Kent et al., 1997; Ackermann and Her-
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trich, 1994; Schonle and Conrad, 1990; Hirose, 1986; Kent et al., 1979; Kent and Netsell,

1975). Kent and colleagues (Kent et al., 2001, 2000a, 1979) provide an elegant summary of

some of the characteristics of ataxic subjects. Consistent and marked abnormalities of the

normal timing pattern are observed from spectrograms. Various segments are prolonged

and syllable durations are equalized. Vowel formant structures are normal except for tran-

sitional regions suggesting a role of the cerebellum that facilitates consonant production.

Severity of dysarthria correlates with increase in lengthening of segments and the number

of lengthened segments. The changes in syllable timing are accompanied by abnormal

contours of fundamental frequency.

Other speech-timing deficits are generally classified under articulatory hypometria and

include abnormal transitions from consonants to vowels, an inability to increase speech

rate, reduced velocities, and reduced speech movement acceleration (Kent et al., 1997;

Ackermann et al., 1995; Hirose, 1986; Kent and Netsell, 1975). During rapid production

of syllable trains, dysarthric subjects show a homogeneous pattern of movement abnor-

malities, such as prolonged durations and reduced peak velocity to amplitude ratios as

measured with electromagnetic articulography (Jaeger et al., 2000). Ataxic dysarthrics

also show abnormal voice onset time (VOT), increased variability of segment durations,

equalized syllabic durations (Ackermann and Hertrich, 1994; Gentil, 1990b,a; Kent et al.,

1979). Perceptually, they are unable to identify synthetically manipulated German min-

imal pairs differing exclusively in the length of a word-medial stop consonant occlusion

(“Boten” /bot:n/ versus “Boden” /bod:n/; Ackermann et al., 1997). Ataxic dysarthric

subjects preserve vowel length distinctions, but not voicing onset time (VOT), similar to

apraxics and Broca’s aphasics (Ackermann et al., 1999a,b; Ackermann and Hertrich, 1997).

The authors suggested that anterior perisylvian language zones and the cerebellum cooper-

ate with respect to speech timing. Patients with cerebellar atrophy or cerebellar ischemia

showed a reduced categorical separation of the VOT of voiced and unvoiced stops conso-

nants, and vowel length distinctions were only seen as the complexity of the underlying

articulatory pattern increased.
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Not all temporal aspects of motor control are affected. Reduction in initial limb move-

ment and utterance segment duration was observed in individuals with cerebellar damage

as more segments were added to the movement (Inhoff et al., 1989; Kent et al., 1979). This

behavior was similar to that of control subjects. VOT and tense vowel durations did not

show as much lengthening as other aspects of speech (Kent et al., 1997; Kent and Net-

sell, 1975). An acoustic study revealed that timing dysfunction affected longer utterances

more than short words (Kent et al., 1997). Ziegler and Wessel (1996) show that cerebellar

patients have slower syllable repetition rates but sentence production has normal syllabic

rates suggesting a different scheme of motor control for the two tasks.

5.2.2 Deficits in motor learning

Motor skill learning may be defined objectively in terms of psychophysical measurements

related to increasing speed and accuracy, reducing amplitude and increasing repeatability

or consistency of movements (Nagasaki, 1989; Moore and Marteniuk, 1986; MacKay and

Bankhead, 1983). Increasing speed as a result of learning has been seen across a variety of

movements such as throwing, typewriting and handwriting (Zesiger et al., 1993; Hamstra-

Bletz and Blote, 1990; Moore and Marteniuk, 1986; Normand et al., 1982; Vorro and

Hobart, 1981b,a; Hobart et al., 1975). Handwriting (Zesiger et al., 1993; Hamstra-Bletz

and Blote, 1990; Portier et al., 1990; Meulenbroek and van Galen, 1988) and typewriting

(Gordon et al., 1994; Salthouse, 1986b) tasks demonstrate a reduction in amplitude as a

result of learning and practice. This follows an economy of effort principle, where moving

a shorter distance (lower amplitude) requires less effort. Consistency of movements or

repeatability as measured by a reduction in variability has been shown in a number of

studies (van Galen and Morasso, 1998; Zesiger et al., 1993; Hamstra-Bletz and Blote, 1990;

Moore and Marteniuk, 1986; Salthouse, 1986a; Hobart et al., 1975). Several studies have

investigated variability of speech articulators and have demonstrated increases in movement

speed and reductions in variability with increasing age (Smith, 1995; Smith and Kenney,

1994; Smith, 1992; Smith and McLean-Muse, 1986; Sharkey and Folkins, 1985; Smith and
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Gartenberg, 1984).

Cerebellar involvement in motor learning has primarily been derived from studies of

classical conditioning (see Attwell et al. 2002, for a review). As discussed in Chapter 4,

deficits in the acquisition, learning, and relearning of classically conditioned responses has

been demonstrated in both animals and humans with cerebellar lesions (Dimitrova et al.,

2002; Topka et al., 1993; Daum et al., 1993; Welsh and Harvey, 1989; Yeo et al., 1985, 1984).

Several types of motor skill learning are dependent on a functional cerebellum (Sanes et al.,

1990; Albus, 1971; Marr, 1969). fMRI and PET studies show that the cerebellum is active

during motor learning including a verbal learning task and that the cerebellum is more

involved in the learning part of motor skill acquisition as compared to the execution of it

(Raichle et al., 1994; Jenkins and Frackowiak, 1993; Friston et al., 1992; Grafton et al.,

1992; Roland et al., 1989). However, the nature of cerebellar involvement is dependent on

the type of motor skill being acquired. As reported by Seidler et al. (2002), in a sequence

learning task the cerebellum is more active during the execution phase compared to the

learning phase. Although the cerebellar role in speech motor learning and control is still

unclear, it can be hypothesized that cerebellar damage is likely to affect speech at different

levels depending on the pathology.

5.2.3 Acoustic analysis of dysarthric speech: some examples

Kent et al. (2000a) contains an extensive review of the acoustic characteristics of ataxic

dysarthric speech. The purpose of the following figure is to highlight some of the timing and

vocal characteristics described in the previous paragraphs. The figure shows comparisons

of acoustic characteristics between a subject diagnosed with ataxic dysarthria and a normal

speaker. These waveforms and spectrograms were generated from a video in a book by

Freed (2000). The spectrograms were generated with Praat (Boersma and Weenink, 2004).

As can be seen from the figure, the primary problem seems to be that of timing and

duration control. In the first example the subject was asked to repeat the three-syllable

word ’pataka’ as fast as possible. Despite the intention, the total duration of the ataxic



88

Figure 5·1: Acoustic comparison of a normal speaker and a dysarthric speaker. In the top half a
comparison is shown between a normal speaker on the left and a dysarthric speaker on the right
saying ’pataka.’ In this comparison, a spectrogram of the utterance is shown below each wave
segment. The dark bands correspond to the resonances of the vocal tract. The energy contour
of the wave is plotted in yellow on the spectrogram. The bottom half shows a similar plot with
the normal speaker on the left of the dashed line and the dysarthric speaker on the right saying
’tornado.’

dysarthric speaker is nearly twice that of the normal speaker and the duration for each

syllable seems to be equalized. The rapidity of a normal transition, as seen from the normal

speaker’s utterance on the left, from one syllable to the next appears to be hampered. A

similar effect of timing is seen in the second utterance ’tornado.’ As can be seen from the
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yellow line in the figures, the peak energy output appears to be similar between the two

speakers. While these observations can be made in this multisyllabic utterances, such a

distinction might be lost in comparison of single syllable utterances. Only duration, may

show up as a significant difference.

The cerebellar focus of this thesis has been to understand the role of the cerebellum

in the production of elementary units of speech. It is likely that at this simplest level of

production, there is not much behavioral difference between normal subjects and ataxic

dysarthrics. However as the fMRI studies in the next chapter demonstrate there is a

deviation in brain activation from the pattern observed in normal subjects.



Chapter 6

FMRI STUDIES OF SPEECH PRODUCTION

6.1 Introduction

This chapter presents the results of the fMRI experiments investigating speech produc-

tion. Two different subject populations (neurologically normal individuals and individuals

with ataxic dysarthria) were investigated using very similar experiments. The experiments

were aimed at examining brain responses during speech production of simple phonetic ele-

ments (e.g. vowels /a/ and syllables /ba/) and in particular cerebellar responses in normal

subjects. Several hypotheses were proposed.

The chapter begins with a review of the hypotheses and then proceeds with a discussion

of the data acquisition paradigm and data analysis methods. The details of the experiments

and results of statistical analysis are provided next. The chapter ends with an interpretation

of the results from the perspective of the DIVA model and a review of the hypotheses.

6.2 Review of hypotheses

It was hypothesized that removal of the cerebellar input to cerebral cortex would, among

other things, reduce the total amount of input to primary motor cortex and thereby reduce

motor cortex activity. This would provide an account of why the speech movements of

cerebellar dysarthrics are slow compared to normal speakers.

Another hypothesis was that the cerebellum would be more active during consonant

production compared to vowel production in normal subjects because consonants require

stricter timing. Different consonants have differing timing requirements. For example,

stop consonants (e.g. /g/,/k/) differ in their voicing onset time. It has also been shown

that consonant durations (as measured by transition from a consonant to the following

90
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phoneme) are significantly less variable than vowel durations.

6.3 Data acquisition and analysis

6.3.1 Data acquisition

The experiments use fMRI to measure BOLD (Blood Oxygenation Level Dependent) sig-

nals (Belliveau et al., 1992) subsequent to speech production. The observed fMRI activity

serves as a correlated measure of the amount of neural activity taking place during speech

production. This technique provides a noninvasive method for producing statistical maps

of brain activity in response to behavior. These maps can then be used to compare activa-

tion of different areas of the brain while the subject performs a task. Typically, looking at

changes in activation during an experimental task compared to a carefully chosen control

task allows the comparison.

A modified event-related paradigm (Engelien et al., 2002; Le et al., 2001; MacSweeney

et al., 2000) was used as opposed to a block design. The paradigm consists of triggering

the scanner to acquire two whole-head image volumes (e.g., two) after each production

as shown in Figure 6·1. Thus acquisition takes place only after the subject has finished

uttering the presented stimulus. The primary advantage of using this modification is to

minimize the susceptibility artifact caused by changes in the air cavity of the mouth. A

second advantage is that of reducing scanner noise artifacts (Amaro Jr et al., 2002). The

BOLD signal takes 5-6s to reach its maximum (Engelien et al., 2002; Amaro Jr et al.,

2002). By collecting data around this period of time, and only for a short while, the

changes caused by the activation of auditory cortex due to scanner noise are not recorded.

Therefore, any activation of the auditory cortex and its surrounding areas to the subjects’

own vocalizations can be seen in the results. The final advantage of the design is in reducing

the predictability of the stimuli, which in turn reduces or eliminates priming effects. As

opposed to a block design, the subjects are not aware of any specific category of stimuli

other than the general nature of the stimuli.
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Figure 6·1: Event-triggered paradigm. The stimulus presentation and fMRI volume acquisition
timeline is shown in the figure. Each trial (and acquisition) consists of presenting the stimulus,
waiting for a short period of time for the hemodynamic response (shown in white) to increase
and then acquiring a small number of whole-head images (in this case 2) around the peak of the
response.

6.3.2 Data analysis

Results averaged across subjects were first evaluated in Matlab using the Statistical Para-

metric Mapping (SPM) toolbox (Friston et al., 2002). Such averaging, however, is not

optimal for analysis. This is because there is a significant amount of anatomical variability

across subjects (Nieto-Castanon et al., 2003). Detailed and more accurate analysis was

performed using region of interest (ROI) masks for areas of the brain that are consid-

ered crucial for the task. This was done using a modified version of the SPM toolbox for

Matlab. These modifications have been made to add functionality and a higher degree of

specificity to SPM in an attempt to allow averaging data across subjects. For this purpose,

an SPM-compatible Matlab toolbox for segmentation and parcellation of MR images has

been developed. The structural MR image for each subject was individually segmented and

parcellated into smaller brain regions according to a procedure described in Tourville and
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Guenther (2003). The cortical parcellation was performed automatically on the brain using

FreeSurfer (Fischl et al., 2004; Dale et al., 1999; Fischl et al., 1999) and the cerebellum

was manually parcellated. The parcellated cortical surface was then converted to a volume

mask and combined with the cerebellar mask for conducting ROI analysis. These ROIs

were then used for functional analysis with the toolbox. The entire process is schematized

in Figure 6·2.

Figure 6·2: Data processing stream for fMRI data analysis. The data acquired from the scanner
is converted to Analyze format and preprocessed (realignment, coregistration, normalization and
smoothing) using SPM. Two pipelines are started in the normalization process, one involving full
(nonlinear) normalization and another involving affine normalization. The full normalized images
are then used for fixed effects and random effects analysis using SPM. The affine normalized images
are masked with ROI masks generated using ASAP or FreeSurfer and analyzed separately using
an ROI analysis toolbox. The results from each stream are then compared to ensure consistency
between the two methods for the major contrasts (e.g., sound vs silence).
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6.4 Experiment 1

6.4.1 Subjects, stimuli and results

The first experiment involved looking at brain responses in 10 neurologically normal, right-

handed speakers of American English during spoken production of elementary phonetic

units. There were three female subjects and seven male subjects. Five different categories

of stimuli were used, with the final category acting as a baseline condition. These cate-

gories as shown in Table 6.1 were vowels (V), monosyllables (consonant-vowel type CV),

/r/-heavy syllables (rV), CVCV bi-syllables, and the baseline condition consisting of just

a visual display such as ’xxxx.’ All the consonants used in the stimuli were stop conso-

nants. Each stimulus was presented visually (spelled out, e.g. “pah”) and the subjects

were required to read them aloud, except in the case of the baseline condition when they

were instructed not to say anything. The subjects were asked to practice the trials a few

times before entering the scanner. Up to three runs (each approximately 20 minutes long)

were presented per subject. Several instances of each category were presented to ensure a

sufficient signal to noise ratio. Specifically, each run contained 13 exemplars from each cat-

egory. The interstimulus interval varied between 15s and 18s. The task was programmed

using Psyscope (Macwhinney et al., 1997) on a Macintosh notebook computer.

Stimulus type Examples

Vowels(V) ”oo”,”ih”,”ay”,”aa”

r-heavy vowels (rV) ”roo”,”rih”,”raa”

Consonant-vowels (CV) ”gah”,”deh”,”tay”,”kuh”

Two-syllable words (CVCV) ”gaapuh”,”dehdaa”,”pihdih”

Table 6.1: Four stimulus types used in the exeriment

The data for this experiment were obtained using two Siemens Allegra scanners (6

Subjects) and a Siemens Trio scanner (4 subjects) with standard whole head coils supplied

with the machines. Thirty axial slices (5 mm thick, 0 mm skip) parallel to the anterior

and posterior commissure covering the whole brain were imaged using a T2*-weighted

pulse sequence (TR=3s, TE=30ms, flip angle=90, FOV=200mm and interleaved scanning).
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The images were reconstructed as a 64 x 64 x 30 matrix with a spatial resolution of

3.1x3.1x5 mm. To aid in the localization of functional data and for generating regions

of interest (ROIs), a high-resolution T1-weighted 3D MRI volume was collected with the

following parameters: TR=6.6ms, TE=2.9ms, flip angle=8, 128 slices in sagittal place,

FOV=256mm. The images were reconstructed as a 256 x 256 x 128 matrix with a 1

x 1 x 1.33 mm spatial resolution. The data from each subject were corrected for head

movement, coregistered with the high-resolution structural image, and normalized to MNI

space. Fixed and random effects analyses were performed on the data using the SPM

toolbox (version 2) and the ROI toolbox. The complete results from the experiment are

provided in Appendix E.

6.4.2 Results

There were 3 main contrasts of interest. The first was a comparison of all areas involved in

speech production when compared to baseline. This contrast is of general interest in iden-

tifying regions of the brain involved in speech production, so that the subtle comparisons

can be made within this list of regions instead of looking at the entire brain. The second

was a comparison of /CV/ and /V/ condition. This compares consonants, which have

strict timing requirements, to vowels. The final contrast was a comparison of the /CVCV/

condition with the /CV/ condition. This compares simple sequencing (of non-repeated

items) /CVCV/ with a single element sequence /CV/. The /rV/ condition did not show

any interesting difference with the /CV/ or /V/ condition and hence is not presented here.

Tables 6.2, 6.3 and 6.4 show the results of these comparisons. The data for the tables

were generated using the Automatic Anatomical Labeling atlas (Tzourio-Mazoyer et al.,

2002). The results were thresholded (listed in the table) and the significant voxels were

then classified and labeled by the atlas.

In order to provide a common coordinate system for reporting activations, most fMRI

analysis software packages convert the data from the subjects’ own coordinate space to

a normalized space. Brains differ significantly in the precise location of sulci and gyri.
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Regions Peak MNI Coordinates T-values

Caudate L -14 0 16 9.72531

Cerebellum 6 L -16 -64 -20 12.7343

Cerebellum 6 R 16 -64 -22 15.7998

Cerebellum Crus1 L -46 -60 -24 9.29318

Frontal Inf Tri L -48 36 14 8.99106

Frontal Sup Medial L 0 18 40 10.9709

Parietal Inf L -46 -48 58 9.41521

Postcentral L -50 -10 36 29.3207

Postcentral R 60 -4 26 21.3276

Precentral L -34 -6 68 9.50313

Precentral R 50 -8 38 23.512

Putamen L -26 -2 -4 11.2712

Putamen R 30 -2 -6 9.26283

Rolandic Oper L -36 4 14 9.80629

Rolandic Oper R 42 -26 16 10.1295

Supp Motor Area L 0 6 62 16.872

Temporal Sup L -54 -40 14 9.32728

Temporal Sup R 64 -26 2 14.5811

Thalamus L -10 -16 10 13.2471

Thalamus R 12 -14 8 10.297

Vermis 4 5 0 -48 4 9.29856

Vermis 6 -2 -66 -14 9.51267

Table 6.2: Brain areas and coordinates of peak activation during a comparison
of speaking compared to baseline. The data was thresholded using a family-wise
error (FWE) correction level of p < 1e−10

Programs such as SPM, among others, which perform voxel intensity based normalization

without attention to the geometry of the brain are unable to address these subject specific

features and therefore create a smeared picture of the brain activity during each task (see

Nieto-Castanon et al. 2003 for a demonstration of the problem). In order to better un-

derstand the differential contributions of neighboring regions to the task and differential

activity between tasks, the data were further analyzed using ROI-based methods. Fig-

ures 6·3 and 6·4 shows a comparison between the SPM results and the ROI results for each

of the contrasts being considered.

ROI analysis of the speech compared to baseline contrast revealed (p < 0.0001 region

level) bilateral activity in FO, Hg, PP, PT, aCO, aIns, aSMA, amCB, IFo, pCO, pSMA,
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Figure 6·3: Comparison of SPM and ROI analysis results in normal subjects during speaking with
baseline. The left panel shows the SPM results while the right panel shows the ROI results.

Figure 6·4: Comparison of SPM and ROI analysis results during production of multisyllable words
when compared to single syllable words in normal subjects. The left panel shows the SPM results
while the right panel shows the ROI results.
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Regions Peak MNI Coordinates T-values

Cerebellum 6 R 14 -76 -20 7.71222

Frontal Inf Oper L -52 10 20 6.99048

Frontal Inf Tri L -48 26 22 5.62223

Frontal Mid R 54 0 52 7.19009

Frontal Sup Medial R 4 22 44 5.88009

Parietal Inf L -36 -48 50 6.03632

Parietal Inf R 48 -34 48 6.2089

Parietal Sup L -30 -60 56 7.75268

Parietal Sup R 28 -66 52 7.3836

Postcentral L -44 -10 50 6.22011

Precentral L -46 -2 58 7.70285

Precentral R 58 10 36 7.01788

Putamen R 24 10 -6 5.71204

Rolandic Oper L -56 10 2 9.85264

Supp Motor Area L -2 4 62 8.75153

SupraMarginal L -62 -40 24 5.80153

Temporal Inf L -44 -66 -8 6.05754

Temporal Mid L -62 -24 0 7.83591

Temporal Sup L -54 -40 14 7.76289

Temporal Sup R 64 -8 -2 8.18542

Table 6.3: Brain areas and coordinates of peak activation during two-syllable
words compared to monosyllables. The data was thresholded using a FWE level
of p < 1e−4

Regions Peak MNI Coordinates T-values

Cerebellum 6 R 28 -78 -18 4.2309

Parietal Sup L -24 -60 56 4.875

Parietal Sup R 36 -50 62 4.5696

Supp Motor Area L -2 -2 60 4.4271

Table 6.4: Brain areas and coordinates of peak activation during CV compared
to V. The data was thresholded using a False Discovery Rate (FDR) of p < 0.05

pSTg, pdSTs, splCB, spmCB, vMC and vSSC. DCN, ITO, PO, SPL, IFt, pINS, pdPMC,

vPMC were activated in the left hemisphere only. The only areas that were active in the

right hemisphere exclusively were aSTg and iplCB. Evaluation of the CVCV-CV contrast

showed ROI activation in PT, aSMA, pdSTs, splCB and spmCB bilaterally. On the left

hemisphere, FO, Hg, PP, aCO, IFo, pCO, pSMA, pSTg, vMC, vPMC and vSSC were also

active. In the CV-V contrast only cerebellar regions were active: left splCB, right amCB
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and right splCB. ROI results for all major contrasts are shown in Appendix E.

6.5 Experiment 2

6.5.1 Subjects, Stimuli and Results

The second experiment involved looking at brain responses in speakers of American En-

glish diagnosed with ataxic dysarthria during spoken production of elementary phonetic

units. The subject population was chosen in consultation with Dr. Jeremy Schmahmann,

Director of the Ataxia Unit at Massachusetts General Hospital, Boston, USA. Six differ-

ent categories of stimuli were used, with the final category acting as a baseline condition.

These categories were vowels (V), monosyllables (consonant-vowel type CV), /r/-heavy

syllables (rV), CVCV bi-syllables, yV syllables (e.g. yee, yah) and the baseline condition

consisting of just a visual display such as ’xxxx’ as before. All the consonants used in

the stimuli were stop consonants and as with the previous experiment each stimulus was

presented visually and the subjects were required to read them aloud, except in the case

of the baseline condition when they were instructed not to say anything. The subjects

were asked to practice the trials a few times before entering the scanner. Upto five runs

(each approximately 10 minutes long) were presented per subject. Several instances of

each category were presented to ensure a sufficient signal to noise ratio. Specifically, each

run contained 8 exemplars from each category. The interstimulus interval was 10s. As be-

fore, the task was programmed using Psyscope (Macwhinney et al., 1997) on a Macintosh

notebook computer.

The data for this experiment were obtained using a Siemens Trio scanner (4 subjects)

with a standard whole head coil supplied with the machine. Thirty two axial slices (5 mm

thick, 0 mm skip) parallel to the anterior and posterior commissure covering the whole brain

were imaged using a T2*-weighted gradient echo pulse sequence (TR=2.25s, TE=30ms, flip

angle=90, FOV=200mm and interleaved scanning). The images were reconstructed as a

64 x 64 x 32 matrix with a spatial resolution of 3.1x3.1x5 mm. To aid in the localization of

functional data and for generating regions of interest (ROIs), a high-resolution T1-weighted
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3D MRI image was collected with the following parameters: TR=6.6ms, TE=2.9ms, flip

angle=8, 128 slices in sagittal place, FOV=256mm. The images were reconstructed as a

256 x 256 x 128 matrix with a 1 x 1 x 1.33 mm spatial resolution. In addition to collecting

BOLD data, acoustic speech data from each subject for each stimulus were also recorded.

The data from each subject were corrected for head movement, coregistered with the high-

resolution structural image and normalized to MNI space. The data were then analyzed

using the SPM toolbox (version 2) and the ROI toolbox. Since the number of subjects

was small, the data were analyzed using fixed effects analysis. The following figure shows

a comparison of ataxic dysarthics and normal subjects. As can be seen from the figure,

the cerebellar hemispheres of the three ataxic dysarthrics on the left are severely atrophied

compared to the two neurologically normal subjects on the right.

Figure 6·5: Examples of cerebellar atrophy in ataxic dysarthrics. T1 weighted structural scans
of three subjects diagnosed with ataxic dysarthria are shown on the left. The scans of two normal
subjects are shown on the right. The T1 images were affine normalized using SPM and the same
corresponding planes (y = 46,49,52) are shown for each of the 5 subjects.
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6.5.2 Results from standard and ROI analysis

The standard analysis was able to show differences in brain activity during speaking com-

pared to the baseline visual task. However, the standard analysis did not show any differ-

ence between the different speaking conditions. This is likely due to the small number of

subjects in the group. Tables 6.5 and 6.6 show the results from the comparison of speaking

against baseline for two different thresholds the FWE being more conservative than the

FDR.

Region MNI Coordinates T-value

Postcentral L -56 -4 26 8.6607

Postcentral R 66 -16 16 6.0365

Precentral L -50 -2 52 6.7454

Precentral R 44 -14 66 5.3748

Rolandic Oper R 66 -8 12 8.312

Supp Motor Area L -2 10 74 6.5366

Supp Motor Area R 6 0 62 5.1842

SupraMarginal L -52 -26 14 5.3286

Temporal Inf L -52 -52 -20 4.9894

Temporal Pole Sup L -36 6 -20 5.0138

Temporal Sup L -62 -4 6 6.8

Temporal Sup R 60 -10 -4 5.078

Table 6.5: Brain areas and coordinates of peak activation during speaking in the
ataxic dysarthric group. The data was thresholded using a FWE level of p < 0.05

The ROI analysis showed a few more differences. In the comparison of speech produc-

tion with baseline, bilateral activation of Hg, PO, PT, aINS, aSMA, pCO, pINS, vMC and

vPMC was observed. Left hemisphere only activity was seen in FO, dMC, IFo, pSTg and

vSSC. Right hemisphere only activity was observed in PP, aCO, aSTg and pdSTs. Com-

parison of CV with V revealed activity in left PP, left vMC, right pCO and right vMC.

A comparison of CVCV and CV revealed increased activity only in left aSTg. Results for

other conditions are shown in Appendix E.
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Region MNI Coordinates T-value

Calcarine L 2 -82 6 3.8238

Frontal Inf Tri L -46 18 2 3.5443

Fusiform L -38 -58 -18 3.5179

Heschl R 46 -18 4 3.5082

Insula R 48 12 -10 3.4054

Pallidum L -20 4 2 4.4103

Paracentral Lobule L -8 -28 78 3.8747

Postcentral L -56 -4 26 8.6607

Postcentral R 66 -16 16 6.0365

Precentral L -50 -2 52 6.7454

Putamen L -26 -2 -4 3.7395

Putamen R 22 8 2 4.6224

Rolandic Oper R 66 -8 12 8.312

Supp Motor Area L -2 10 74 6.5366

Supp Motor Area R 6 0 62 5.1842

SupraMarginal L -48 -42 30 5.0077

SupraMarginal L -52 -36 24 5.2164

Temporal Inf L -52 -52 -20 4.9894

Temporal Inf R 50 -62 -14 3.4666

Temporal Pole Mid L -40 8 -32 3.7608

Temporal Pole Sup L -36 6 -20 5.0138

Temporal Pole Sup R 58 8 0 3.7734

Temporal Sup L -62 -4 6 6.8

Vermis 6 2 -76 -10 3.8532

Table 6.6: Brain areas and coordinates of peak activation during speaking in the
ataxic dysarthric group with a different threshold (FDR of p < 0.05)

6.6 Interpretations of the results using the DIVA model

The experiments discussed in the previous sections were designed to test various hypotheses

generated by the DIVA model. In addition to testing these hypotheses, the results from

the experiments also formed an exploratory dataset that helps to identify the brain areas

involved in elementary speech production without linguistic influences. In this section,

the results from the experiments are discussed with respect to the model. The section

concludes with a discussion of potential enhancements to the model based on these results.

The model components currently include premotor cortex (BA 6,44), primary motor

cortex (BA 4), somatosensory cortex (BA 1,2,3), supramarginal gyrus (BA 40), primary
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Figure 6·6: Comparison of SPM and ROI analysis results from the ataxic dysarthria group showing
active regions for speaking compared to baseline.

auditory cortex (BA 41,42), higher-order auditory cortex (BA 22) and the cerebellum. All

these regions except for the supramarginal gyrus (somatosensory error region) were shown

to be active during speaking when compared to the baseline condition. The following

paragraphs will discuss the relevance of these regions to the different stages (programming,

sequencing and coordination) of speech production. These stages are often used in descrip-

tions of skilled motor control, but as Kent et al. (2000b) have pointed out, they are often

not defined precisely and hence have different meanings across publications. For the sake

of consistency and the appropriateness to the current study, their definitions of these terms

are repeated here.

“Programming is a plan [sic] for a motor action (generally a learned, skilled
response). Although some notions of programming deny any role of feedback,
it seems more appropriate to include both motor and sensory components in
the construction of programs. Sequencing refers to the order of succession, as
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in the case of phonetic segments, movements, or muscle contractions. [ ...] Co-
ordination refers to the processes of adjustment by which separate components
of action are unified in a common motor objective. An implication of these
definitions is that programming does not necessarily specify all aspects of se-
quencing or coordination. For example, programming may pertain to higher
levels of motor organization, and some details of sequencing or coordination
may be accomplished separately by lower levels of control. (pp. 286-287)”

The following paragraphs will discuss prominent regions observed in the results of

the experiments, one at time. For each region, the general framework of the following

paragraphs will be, first, to briefly review suggested and observed functional properties of

the region and then, to reiterate the role of the region as hypothesized in the model (if

present). Salient results from the studies will be stated and the normal subject results will

be compared with the results from the ataxic dysarthrics (referred to as the AD group).

The discussion for each region will conclude with a short discussion that may include a

redefinition of the hypothesized role if necessary.

6.6.1 Motor cortex: (BA 4, vMC)

Activity in motor cortex has been observed bilaterally in all word production tasks requir-

ing overt output (minimally movement of articulators without vocalization and maximally

movement with vocalization) (Riecker et al., 2000a; Wise et al., 1999; Wildgruber et al.,

1996) and so motor cortex is considered an essential region for speech production. Small

unilateral lesions can cause temporary impairment while large unilateral and bilateral le-

sions generally cause mutism. There have been reports in the literature (Decety, 1996;

Rao et al., 1993; Lebedev and Nelson, 1995) about the non-involvement of motor cortex

in the absence of behavioral output. However, there seems to be increasing evidence that

suggests that motor cortex is active during a preparatory phase of the movement (Krams

et al., 1998), covert speech and singing (not generating muscle commands; Riecker et al.

2000a) or during motor imagery (Porro et al., 1996). Modulation of motor cortex excitabil-

ity has also been shown using TMS during speech perception tasks (Watkins et al., 2003;

Fadiga et al., 2002) and in monkeys during planning of arm movement (Georgopoulos et al.,
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1989).

In the model, the motor cortex is the place where feedforward and corrective feed-

back commands are combined. The motor cortex receives input from the premotor cortex

(feedforward command), the cerebellum (feedforward and possibly feedback commands)

and higher order sensory areas (feedback commands). Motor cortical cells in the model

correspond to tonic and phasic cells driving various muscles through their corresponding

motor neurons.

Ventral motor cortex (BA4) is a region that shows the largest signal change while

speaking and this is consistent across the various stimuli. There is no significant difference

(p < 0.05 at the region/cluster level) in activity among the V, CV and rV conditions in

motor cortex. The percentage change in activation in the left motor cortex is roughly 1.5

times that in the right motor cortex. However, in the AD group data, the activation in

left motor cortex is approximately 2.4 times that in the right motor cortex. Relative to

other motor regions, the motor cortex is more active in the AD group than in the normal

subjects. The activity is roughly similar for left hemisphere in both subject groups, but it

is weaker for the AD group in the right hemisphere. The weaker right hemisphere activity

may be due to a lower input level from the cerebellum or lack of modulation by the DCN

cells or competition between hemispheres. In the V-CV contrast, the left and right motor

cortices are seen to be less active in the V condition than in the CV condition for the AD

group, but this was not the case with the normal subjects who showed similar involvement

of motor cortex across the V and CV conditions. This difference might exist because the

cerebellum was involved in generating additional activity in motor cortex to maintain the

timing for the rapid transitions required in consonant production (as seen in the results

for normal subjects) but is no longer available to perform that task in the AD group.

Hence the motor cortex is showing increased activity relative to the other motor regions

in the AD group. It could also be the case that the productions are giving rise to sensory

errors that are sending feedback correction signals to motor cortex, thereby increasing the

activity. Since the absolute level of activity is comparable between the normal group and
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the AD group and the relative level is higher for the AD group, one possibility is that the

cerebellum does not send much of its output to motor cortex but possibly to the premotor

regions.

Thus the activity of the motor cortex is primarily geared towards execution of the ar-

ticulatory plan generated by other areas although it may also be involved in the generation

of that plan. One would expect to see greater motor cortical activity during a longer utter-

ance than for a shorter utterance. The motor cortex has strong connections with vPMC,

cerebellum and the basal ganglia. These connections help modulate the output of motor

cortex. Observed preparatory activity in motor cortex could reflect an interaction between

motor cortex and the planning areas. It could represent the calculation of the feedforward

command in motor cortex itself or the transfer of positional information from motor to the

planning areas (currently premotor cortex) to enable determination of the phasic muscle

activity. This would also provide a mechanism for internal speech rehearsal without motor

muscle output.

6.6.2 Ventral Premotor cortex (BA 6, vPMC)

The ventrolateral premotor cortex (BA6) has been implicated as being important for speech

primarily by invasive intracranial recordings (Duffau et al., 2003), and by studies involving

non-invasive methods such as fMRI and PET (Heim et al., 2003; Okada et al., 2003; Riecker

et al., 2000b). Didic et al. (1998) suggested that the gradual deterioration of ventral

premotor cortex results in progressive loss of speech through phonetic disintegration. This

region has also been suggested to be part of the “mirror neuron” system (di Pellegrino

et al., 1992). As described earlier, mirror systems in the brain are typically thought of as

linking action perception and action production. It has been suggested that this region with

neural control of orofacial structures could therefore be a substrate for speech development

(Rizzolatti and Arbib, 1998). There also appears to be a sensory somatotopic organization

in premotor cortex in relation to various sensory modalities (Schubotz et al., 2003; Schubotz

and von Cramon, 2003) as well as a motor-perception somatotopy when observing different
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actions that extends to inferior frontal gyrus (Buccino et al., 2004).

In the model, vPMC along with BA44 is designated as the region where the speech

sound map is located. As such the model does not distinguish between IFo, IFt and

vPMC.

For the normal group, standard SPM results showed activity in this region in the

left hemisphere and none in the right hemisphere. ROI results replicated this finding

when comparing all the conditions against baseline. However, there was significant right

hemisphere vPMC activity during the CVCV condition though the activity (effect size) was

very small. When compared to normal subjects, premotor cortex is activated bilaterally in

the AD group in the comparison of common activity in the V, CV, rV and yV condition to

baseline. Separately, both the CV and the CVCV condition show significant right premotor

cortex activity compared to baseline. It was originally speculated that the premotor cortex

subsumes part of the functionality of the cerebellum when the cerebellum is damaged. This

increased activity on the right is in keeping with this speculation, but the functional role of

this activity is unclear. The model at present does not contain any right premotor cortical

representation and this right hemisphere increase cannot be explained based on the model.

There is a large amount of inter-subject variability in the location of the ventral pre-

central sulcus (Mangin et al 2004, Tomaiuolo et al 1999) and the normal tendency of BA4,

BA6 and BA44 is to form narrow strips at the level of the Sylvian fissure. This makes it

difficult to differentiate activity in this region as belonging to the ventral premotor cortex

or posterior Broca’s area in fMRI or PET studies that involve averaging across subjects

using standard normalization techniques (see Nieto-Castanon et al. 2003 for a related dis-

cussion). The finding that vPMC is primarily active in the left hemisphere is consistent

with the model hypothesis that premotor cortex is associated with the speech sound map

located primarily in the left hemisphere.

Some network of activity involving the premotor region, Broca’s area, the SMA and

anterior insula is likely responsible for the construction of a plan for speech articulation,

rather than the premotor region alone. Recent diffusion imaging studies in humans (Henry
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et al., 2004) have shown white matter connectivity among these regions, further supporting

the claim of cooperative planning. However, the precise roles played by these regions are

still unclear. Furthermore, it is likely that different motor skills, perhaps even different

speech tasks, involve mirror neurons in different subregions of the premotor cortex and/or

Broca’s area. Another study has demonstrated functional reorganization in this region

after stroke (Riecker et al., 2002) with the right premotor/inferior frontal regions and

left cerebellum showing more activity after functional reorganization than the opposite

hemispheres. Since this change is much quicker than the speech development, based on

this result a new modeling hypothesis is being proposed in the thesis: the units of speech

are not stored only in the left premotor region, but possibly assume a distributed bilateral

representation that includes other areas such as the insula, and that the premotor region

is responsible for accessing these units of speech.

6.6.3 Broca’s area and frontal operculum (BA 44, IFo, IFt, FO)

Some recent studies (Wise et al., 1999) have indicated that the anterior insula much more

so than IFo is involved in articulation of words, and that it is likely a key planning center

for speech (Dronkers, 1996). Raichle (1996) also showed that Broca’s area is not active

during the production of single word nouns. However, a meta-analysis of word production

studies (Indefrey and Levelt, 2004) revealed that the inferior frontal gyrus was significantly

activated in most word and pseudoword reading tasks. As Kent et al. (2000b) suggested, the

role of Broca’s area in speech production cannot be disregarded and damage to the region

and surrounding areas is associated with progressive loss of speech. In their discussion they

alluded to several instances of progressive disorders, and in almost all cases the operculum

was also involved (Broussolle et al., 1996). It has been suggested that Broca’s area might

be primarily involved in the analysis of hierarchical or sequential structure (Zatorre et al.,

1996), that it might be the location for “mirror neurons” (Rizzolatti and Fadiga, 1998) and

be involved in learning new sounds (Golestani and Zatorre, 2004). It has also been pointed

out that Broca’s area is more involved with sequential organization than with phonological



109

processing (Gelfand and Bookheimer, 2003). Broca’s area may therefore function as the link

between phonological coding and articulation (Indefrey and Levelt, 2004; Kent et al., 2000b)

organizing the hierarchical sequential relationship between phonological aspects of speech

and articulatory or phonetic aspects of speech and helping to select articulatory programs in

conjunction with the premotor cortex and the insula. The somatotopic responses that have

been found in Broca’s area and premotor cortex during observation of actions involving

various parts of the body (Buccino et al., 2004) lead to the suggestion that these regions

could indeed be a common interface or association between action and perception.

As was mentioned earlier, in the model, BA44 along with vPMC is designated as the

region where the speech sound map is located. FO is currently not a part of the model.

The ROI results show bilateral activation of inferior frontal gyrus and frontal operculum

in normal subjects but of left IFo and FO only in dysarthric subjects. There is no significant

Right IFt activation in the normal subjects in any of the speaking conditions compared to

baseline. The standard results show that the activity is generally in the inferior part of

IFo with much of the activation being in FO. The ROI results are in agreement with this

result. In the AD group, there was no significant activity in the right hemisphere for these

regions. However, the left hemisphere activity in IFo in the AD group was lower than for

the normal subjects. Relative to motor cortex however, the activity in left IFo in the AD

group was about twice that of the normal subjects. Also in the AD group, IFo activity was

greater than FO, while the opposite was true in the normal subjects.

The exact morphology of Broca’s area and in particular IFo varies a lot from individual

to individual (Tomaiuolo et al., 1999). Often fMRI and PET studies that have observed

activity in the region in group data cannot clarify precisely where the activation is because

of the necessary smoothing involved in the process. In particular, observed activity in this

region could be the result of activity from inferior frontal gyrus, the frontal and anterior

central opercula, the anterior insula and ventrolateral premotor cortex. Golestani and

Zatorre (2004) saw two distinct regions of activity in the frontal lobe during learning of

new non-native sound contrasts. One of these locations was in the FO/ant insula region and
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the other in superior IFo. Perhaps these locations represent the speech sound map cells.

Currently, the model has no separate function for Broca’s area compared to premotor

cortex. In the light of other results and results from this study, the model should be

augmented to include IFo and FO in the planning stages of articulation, with IFo being

important for hierarchical sequencing of phonetic and phonological structure, FO/anterior

insula providing access to their phonetic codes and with premotor cortex providing access

to their articulatory codes.

6.6.4 Cerebellum

As discussed in Chapter 4 the cerebellum is considered to be a very important locus of

timing and sensory prediction. Cerebellar activity in speech production experiments, had

been reported primarily in the anterior paravermal region of the cerebellum. Based on the

lesion study by Ackermann et al. (1992), this region of the cerebellar cortex appears to play

a role in the motor control of speech. A contribution to speech production by the medial

anterior region of the cerebellum is also supported by the dysarthria lesion study conducted

by Urban et al. (2003). Recent imaging studies (Riecker et al., 2002; Wildgruber et al., 2001;

Riecker et al., 2000a) indicate bilateral cerebellum activation during speech production

that lies posterior and lateral to the anterior paravermal activity. While one would consider

cerebellar damage leading to ataxic dysarthria as an opportunity for determining cerebellar

speech regions, most often this damage is not localized and several parts of the cerebellum

seem to be affected.

The model’s feedforward motor commands involve a cerebellar contribution and it has

been speculated in the model that the cerebellum also plays an important role in aligning

the sensory expectations with the true sensory afference.

The SPM results reveal distinct bilateral activations in normal subjects that lie behind

the primary fissure and lateral to medial cerebellar activity. The fMRI results also show

superior medial cerebellum activation during CV production. The ROI results revealed su-

perior lateral, superior medial and anterior medial cerebellum activity bilaterally in normal
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subjects when compared to baseline. In addition, the deep cerebellar nuclei were active

when compared to baseline. The CVCV condition elicited much stronger cerebellar activity

than the other conditions. The CV condition had stronger cerebellar activity than either

the V or rV condition. There was hardly any cerebellar activity observed in the AD group.

In the AD group, as expected, the cerebellar hemispheres were not active.

It is speculated that the medial region with stronger connectivity to the interpositus

nuclei is likely strongly connected to the feedforward subsystem controlling motor output,

while the lateral region would have connections to parietal/higher order sensory areas

controlling sensory prediction (Middleton and Strick, 1997). The interpositus output may

be mostly to subcortical brainstem targets, possibly explaining why there is no drop in M1

activity in the AD group due to the loss of cerebellar inputs. In this dissertation, only a

preliminary excursion has been made into the role of the cerebellum in speech production

and the details are not yet clear. A key purpose of any future work would be to identify

specific connection pathways with cerebral cortex and lower brainstem structures for speech

production and then to clarify the involvement of the cerebellum in the different aspects

of speech planning, sequencing and coordination.

6.6.5 Somatosensory cortex and supramarginal gyrus

Somatosensory responses during speech production or other motor activities have been

found in several studies. However, given the location of primary somatosensory cortex and

smoothing of fMRI and PET data, it is difficult to dissociate somatosensory activity from

motor activity (however, see Moore et al. 2000). In a different speech production study

(Guenther et al., 2003), bilateral aSMG activity was observed during a pneumatic pertur-

bation of the jaw while speaking. Xu et al. (2001) showed supramarginal gyrus activity

during processing of pseudowords in a PET study. Unlike auditory areas, where modula-

tion of activity during speech production has been demonstrated, no such modulation of

activity has been found in the somatosensory regions. The role of supramarginal gyrus in

general and in particular during speech production is not clear from published literature.
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The supramarginal gyrus maybe responsible for converting orthographic symbols to phone-

mic representations (Xu et al., 2001) and there is also evidence that this region (although

likely the posterior part close to angular gyrus) plays a role in phonological processing

that is independent of orthographic conversion (Gelfand and Bookheimer, 2003; Demonet

et al., 1994). A study of frequency effects of Chinese character reading revealed increased

activity in supramarginal gyrus/angular gyrus for the high frequency words but not for the

low frequency words (Kuo et al., 2003).

In the model, the somatosensory cortex receives proprioceptive and tactile information

from the articulators. Supramarginal gyrus has been hypothesized to be an error processing

center in the model. Specifically, the somatosensory error cells in this region compute the

difference between expected somatosensory state and actual somatosensory feedback.

Bilateral somatosensory cortex activity is seen during all tasks compared to baseline

in normal subjects. There is no difference in activity across conditions in the right so-

matosensory cortex. In the left hemisphere, somatosensory activity during rV production

was significantly higher than either V or CV production, but there was no significant dif-

ference compared to CVCV. Bilateral pSMG and right aSMG inactivation was found in all

conditions compared to baseline. Left aSMG did not show any significant change. How-

ever, spatial inspection of ROI results revealed a positive activity in the ventral part of

left aSMG and a negative activity in the dorsal part. In the AD group, right aSMG and

left aSMG were inhibited when conditions were compared to baseline. But left pSMG was

inhibited only in the CVCV condition. Left aSMG did not show any significant change in

activity.

The region pSMG lies anterior to angular gyrus, a region that was consistently and

significantly inhibited when compared to baseline for all conditions in both subject groups.

Therefore the region that was anatomically defined as pSMG might have been functionally

part of angular gyrus. The lack of aSMG activity is not surprising because the task was

made up of very simple speech production units, each of which should have been very easy

to speak and hence unlikely to have caused any error. One of the reasons why no activity
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was seen in the region could have been the usage of pseudowords as stimuli. These are

infrequent utterances (although common in the language) and can be compared to that of

the low frequency words in the Kuo et al. (2003) study.

6.6.6 Auditory cortex and STG, STS, MTG

Several imaging studies have demonstrated activation of areas of the superior temporal

plane during sound processing (both speech and non-speech) and for linguistic and nonlin-

guistic sounds (Mazoyer et al., 1993; Frith et al., 1991; Petersen et al., 1988; Alavi et al.,

1981). The fMRI studies mostly performed a subtraction between auditory stimulation

in the presence of scanner noise and listening to scanner noise alone. The regions on the

superior temporal plane are active when listening to native and non-native speech sounds

(Mazoyer et al., 1993). Results from the same study also demonstrated left hemisphere

dominance for native sounds and phonological processing being specific to the left middle-

temporal gyrus. The left hemisphere has been shown to respond to rapid transitions more

than the right hemisphere (Belin et al., 1998). The upper bank of the superior temporal

sulcus has been shown to be selective to voice compared to environmental and non-vocal

sounds (Belin et al., 2000), whereas the anterior regions are more responsive to non-vocal

sounds (Belin et al., 2002). These and other findings have corroborated and refined earlier

studies showing superior and middle temporal activation in phonological processing, as well

as activation in the planum temporale (Binder et al., 1997, 1996). Additionally, the right

temporal region (particularly the anterior regions) has been implicated in the processing of

prosodic aspects of the speech signal (Buchanan et al., 2000) and the processing of speaker’s

voices (Belin and Zatorre, 2003). Delayed auditory feedback during speech production has

shown increased activity in pSTG (Hashimoto and Sakai, 2003). This activity was likely

related to performance monitoring or error processing. Several studies (Pinto et al., 2004;

Price et al., 1996; McGuire et al., 1996a,b) have suggested that auditory feedback is a

necessary prerequisite for activation of superior temporal gyrus.

In the model, the auditory state cells correspond to cells in Heschl’s gyrus and planum
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temporale, while the auditory error cells correspond to posterior superior temporal gyrus

and posterior planum temporale. The auditory error cells compute the difference between

the expected auditory target for the phoneme and the actual sensory afference.

The results show bilateral activation of the superior temporal plane in the sylvian

fissure that includes Heschl’s gyrus, planum polare and planum temporale. The activity

also includes bilateral posterior superior temporal gyrus and bilateral posterior superior

temporal sulcus. The rest of the regions of the superior temporal sulcus and the middle

temporal gyrus are primarily inhibited. The regions did not show any difference across

the V, CV and rV conditions for normal subjects. The CVCV conditions elicited stronger

responses from all of these regions compared to the other three conditions. In normal

subjects and the AD group alike, middle temporal gyrus and superior temporal sulcus

showed reduced activity when compared to baseline. Overall, the pattern of activation

of auditory areas was similar between the two groups. Left Heschl’s showed a stronger

response than right for the AD group but the opposite was seen for the normal group.

pSTG activity was larger for the AD group compared to the normal subjects. This lends

weight to the hypothesis that the AD group produces larger errors in their production and

hence the auditory error cells are more active.

The detailed functions of the auditory regions (especially the secondary regions) remain

unclear at this point. The model also suggests that the same ’auditory representation’ of

words may be used for their perception and production (Buchsbaum et al., 2001; Hickok and

Poeppel, 2000; Guenther et al., 1998). The delayed auditory feedback study (Hashimoto

and Sakai, 2003) demonstrated pSTG activation. The model predicts that error signals

being generated in this region are being used to correct the feedforward command in

the frontal lobe and cerebellum. There does seem to be clear evidence of auditory error

processing in the region. The same region also showed up when subjects were asked to

learn non-native constrasts (Golestani and Zatorre, 2004).
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6.6.7 SMA

A number of experiments involved with initiation and sequencing show activity in the SMA.

For a long time, the SMA was considered to be a single region. Several functional imaging

and anatomical studies have indicated that the area is in fact made of two different re-

gions: pre-SMA and SMA proper. A vertical line passing through the anterior commissure

perpendicular to the bicommissural line separates these regions (Picard and Strick, 1996).

In the nomenclature used in the description of the results of the experiments conducted

for this dissertation, these regions correspond to anterior and posterior SMA respectively.

However, cytoarchitectonic studies indicate that SMA consists of three separate regions

(Vorobiev et al., 1998). Electrical stimulation mapping of the somatotopic organization of

the human SMA has shown the lower part of the body represented posteriorly, head and

face anteriorly, and the upper limbs between these two regions (Fried et al., 1991). The

authors concluded that vocalization and speech arrest or slowing of speech were evoked

anterior to the SMA representation of the face, namely in the pre-SMA. The aSMA is

activated early in the period of movement preparation, while the pSMA is activated with

movement execution (Lee et al., 1999). However, a recent speech production experiment

(Jason Bohland, personal communication) suggests that both aSMA and pSMA on the left

are active during movement preparation, but only aSMA on the right. Several researchers

have posited that the supplementary motor area is particularly involved for self-initiated

responses (including speech production; Murphy et al. 1997), i.e., responses made in the

absence of external sensory cues, whereas lateral premotor cortex is more involved when

responding to external cues (Passingham, 1993). Deiber et al. (1999) shows that while the

activity is greater in the SMA for self-initiated responses, there is still significant activity

for externally triggered responses. Lesions of the SMA induce speech deficits (Krainik

et al., 2003; Baumgartner et al., 1996; Petersen et al., 1988).

The results of the experiments show bilateral anterior and posterior SMA activation

for normal subjects during each production condition compared to baseline. There is also

greater activity in both aSMA and pSMA when the CVCV condition is compared with
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all the other conditions. The standard SPM analysis shows greater activation in SMA

when the CV condition is compared with the V condition. The AD group shows significant

activity only in the anterior SMA.

Currently the model contains no SMA representation. In terms of a revision of the

model, the initiation cells might be located in aSMA. The aSMA is strongly connected

with premotor cortex and the insula. Thus the aSMA may be responsible for selection and

initiation of a sequential order of speech sound map cells. It is hypothesized that there

exists a correspondence between units of a sequence and cells in the SMA. These cells

are active during the execution of the unit. The results involved activation in both the

pre-SMA and the SMA proper, and thus were not restricted to the orofacial somatotopy

of the SMA. In the AD group the activity was restricted to aSMA. This suggests the

possibility that pSMA is more involved with coordinating sequencing activities perhaps at

the level of speech units together with the cerebellum, while the aSMA is more involved

with initiating and controlling the temporal order of muscle activations within these units

(Bengtsson et al., 2004). Thus syllable duration equalization in dysarthric speech is a result

of a lack of interaction between the pSMA and the cerebellum.

6.7 Discussion

The results of the fMRI studies confirm the importance of several brain regions to speech

production. A large network of regions interacts to produce verbal output. Several of these

regions are already part of the DIVA model but several are not. The next step would be

to include some of these regions in the model and clarify their interaction. In particular,

the role of the SMA, the basal ganglia, the insula and the opercula should be described.

While the data from the AD group are still preliminary, the original hypotheses proposed

for the experiment can be reviewed.

It was hypothesized that ataxic dysarthrics rely more heavily on premotor cortex than

normals, particularly for consonant-heavy utterances. To the contrary, the results suggest

that the absolute activity is lower in the AD group than in normals subjects. However, a
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bilateral activation of premotor cortex was observed. This was not the case with normal

subjects. A second hypothesis claimed greater cerebellar activity in normal subjects for

consonant production than for vowels because of stricter timing requirements. In this group

of subjects, there was greater activity in the superior medial and anterior cerebellum on the

right and the superior lateral cerebellum on the left. However, vowels and consonants differ

in temporal and phonetic content. A vowel utterance is produced primarily with a slowly

moving or relatively steady vocal tract whereas a CV utterance involves a rapidly moving

vocal tract. Therefore, the current results cannot confirm that the increase in activity

was due to timing requirements of consonants. It was hypothesized that the AD group

would show greater supramarginal gyrus activity and superior temporal gyrus activity

compared to normals because of larger errors in their production. This is seen in superior

temporal gyrus but not in supramarginal gyrus. These regions were also hypothesized

to show a difference between r-heavy syllables and CV syllables in normal subjects, with

pSTg showing greater activity for rV production and supramarginal gyrus showing greater

activity for CV production. No indication of this was found. The results add data to the

current imaging literature on speech production and also add more weight to some of the

hypotheses made in the DIVA model, while contradicting others.

The next chapter concludes the dissertation with a summary of the work carried out

and proposes future directions of research with the DIVA model, which are based partly on

the experimental results in this dissertation and partly on data that have been published

since the time these experiments were conducted.



Chapter 7

CONCLUSION AND FUTURE DIRECTIONS

This chapter starts with a summary of the research completed in this dissertation. However,

several elements of the model developed in this dissertation remain untested. In addition,

both the experiments that were conducted for this dissertation and those that have been

published in the literature motivate extensions to the model. These possible extensions are

summarized in this chapter. The chapter concludes with suggestions for future experiments

to test certain assumptions of the model, thus identifying directions for future research of

speech production using the DIVA model.

7.1 Summary of research

In this dissertation, a biologically plausible speech model was developed and tested using

functional imaging experiments. In the first part of the dissertation, a neuroanatomically

explicit version of the DIVA model of speech production was presented that introduced

a dual-sensory (both auditory and somatosensory) reference frame for speech production.

In addition to creating a correspondence between model cells and their neuroanatomical

bases, the modeling component of the dissertation incorporated realistic transmission de-

lays between these components. The presence of these delays motivated a new learning

scheme for the DIVA model and suggested a cerebellar role in dealing with these timing

issues. A model of the cerebellum was presented for alleviating the problems of temporal

synchrony and sensorimotor learning in the presence transmission delays. However, for

computational and implementation simplicity, a “functionally equivalent” cerebellum was

embedded, not a complete neurophysiologically plausible model of the cerebellum. Simula-

tions were presented that captured the fundamental functional characteristics of the model
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and the response of the system to perturbations.

The second part of the dissertation explored brain function in neurologically normal

subjects and subjects with cerebellar damage using fMRI during overt speech production.

Specifically it looked at the relative contribution of different areas of the brain. The first

experiment conducted on neurologically normal subjects identified regions of the brain

involved during the production of elementary units of speech. Since these were spoken

overtly (aloud), the brains areas corresponding to their perception were also active. Several

of these areas were already part of the model discussed in the first part of the dissertation,

and the activations from each of these areas were discussed from the perspective of the

model and the functional imaging literature. However several areas that were indicated by

the results are not yet part of the model and possible roles of these additional regions were

discussed from the perspective of an extended framework for the model.

The second experiment was conducted on a small group of ataxic dysarthrics. These

subjects had some form of damage to cerebellar function. The results from these exper-

iments suggested that the loss of cerebellar function was supplanted by either additional

activity in certain regions of the cerebral cortex or the recruitment of additional regions

that were not active during normal production. In addition to the elucidating brain func-

tion during speech, these experiments help establish a successful paradigm for conducting

speech production experiments. Several experiments have been performed using a similar

paradigm as those described in this dissertation. The outcome of these newer experiments

suggest that event-triggered fMRI data acquisition is a powerful tool for exploring the

neural bases of speech.

What remains to be done is to speculate on extensions and alternatives to the model,

to suggest experiments that test yet untested hypotheses of the model and to elucidate

directions for future research.
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7.2 Future directions

This dissertation has primarily focused on the neural bases of speech production. It has

also addressed sensorimotor learning and the production of learned speech sounds in the

presence and absence of perturbation to the system. However, several other behavioral

aspects of speech have not been considered in the model. These include speaking rate,

coarticulation, sequencing and mimicking. Simplifying assumptions have been made about

the representational units of speech such as the motor, somatosensory and auditory repre-

sentations. Currently the model also assumes that the auditory representation is already

normalized into a speaker independent form as well as being independent of speaking rate.

The aim of this section is to speculate on these issues and to create a modeling framework

that can be developed and experimentally tested.

The model assumed that every unit of motor, somatosensory or auditory representation

had a duration of 1ms, and a clocking signal formed the basis of operation that sequenced

these units one after another. This assumption was made partly for computational conve-

nience and partly to demonstrate that dynamic trajectories can be learned. There are sev-

eral issues with such a representation. The primary drawback of this representation is that

it cannot address variations in speaking rate. Speech output can be considered a sequence

of overlapping muscle activities. In general, the acoustic signal and the acompanying vocal

tract movement can be divided into stationary and non-stationary parts. Conversational

speech is produced at the rate of 3-6 syllables per second. Thus the changes in the vocal

tract are taking place at a much slower rate than 1000Hz. Acoustic features of the signal

do not change that rapidly and therefore there is a large redundancy in representation of

the features with respect to time. It is unlikely that such a representation forms the basis

of human speech production.

Looking at the spectral features of the speech signal, one could define the units of

speech to be a combination of steady states (primarily vowels) and transitions (primarily

consonants). Both of these features have a duration attribute. Changes in speaking rate
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affect the durations of vowels more than consonants. Specifically, speech can speed up

or slow down by decreasing/increasing vowel durations. While a simple uniform clocking

mechanism could trigger a sequence of features, in this new representation, the system has

to keep track of the duration of each feature so that it can execute the next feature at an

appropriate time. Such a representation also benefits from a mapping of change in sensory

space to a change in motor space.

The cerebellar circuit described in Section 4.4.2 can be used to simulate coarticulatory

effects in addition to providing a feedforward learning solution. There are several issues

about the learning process that need to be resolved. First, it remains to be determined how

much of the learning of the feedforward command is transferred from the cerebellum to

premotor cortex. Second, if the cerebellar circuit is necessary in learning the feedforward

command, the model would predict that people with cerebellar damage may have difficulty

in learning new sounds.

The model currently contains a different sound map cell for each learned sound. This

would imply that a perturbation applied during one sound (/ba/) will not carry over to

another sound (/bi/). To test whether phonemes in different contexts share the same

underlying group of cells or different cells, one can perform a perturbation experiment in

which a particular phoneme (/b/ in /aba/) is perturbed (lip perturbation) till the subject

adapts. If the adaptation to the perturbation carries over to other words which contain

the phoneme (e.g., scribe), then it is likely that there may be a common group of cells

that encode the same phoneme in different contexts or that the perturbation is registered

at the level of the muscles involved in carrying out the action. To dissociate between the

two a non-speech movement task using the same articulators should be performed. If a

response to the perturbation persists, then the adaptation is muscle specific, otherwise

the adaptation is modality dependent. Depending on the outcome of such experiments,

different distributed representations of speech sounds can be incorporated in the model.

Currently, there is no connection and hence no interaction between the auditory and

somatosensory representations. It is also unclear from the data whether there are two sep-
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arate sensory representations or a combined somatoauditory representation. It is possible

that vowel-like sounds are primarily monitored by the auditory system while sounds from

constrictions are monitored through proprioceptive and tactile feedback. Experiments in-

volving both somatosensory and auditory perturbations during speech may shed light on

this issue. A possible experiment would be one in which auditory and somatosensory per-

turbations are provided either separately or together in the same or opposite perceptual

directions in different sound contexts. To clarify the last part, when provided together they

can either increase the effect of the perturbation (synergistic) or cancel the effect of the

perturbation (antagonistic). If the two spaces are separate and independent of perceptual

outcome, both the synergistic and antagonistic modes would show response to perturba-

tions. However, if the brain uses a common sensory space and monitors the perception,

then the synergistic mode would show a compensation while the antagonistic mode would

not.

Based on the scant literature on the topic of speech perturbation, it appears that

somatosensory perturbations have a more immediate response (within the first few trials)

compared to an auditory perturbation. This needs to be tested further. If the current

conclusion holds, it may imply that somatosensory error correcting commands are directly

fed into the output circuit whereas auditory error correcting commands are primarily used

for learning and the effect is seen as learning progresses.

Although this dissertation presented a mechanistic approach to solving the problems

related to temporal delays, it does not rule out other options that nature may use. As

stated earlier in the dissertation, myelination is one such option that could ensure that

internal expectations matched external delays. However, this would not remain adaptive

beyond development. The brain does not appear to function like a computer circuit with

discrete pulses. Instead the brain employs a gradual recruitment of cells in each area

for a given task. Such a process could also reduce the instability in the system caused by

temporal delays by providing some amount of overlap between delayed populations of cells.

On a final note, a lot of work remains to be accomplished in clarifying the neural
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processes and regions underlying speech production and perception. A model based frame-

work allows the luxury of running simulations to predict the outcome of various hypotheses

and assumptions made to develop the model. Combining the theoretical foundations of

modeling with experimental work provides a synergistic approach to finding the solution.



Appendix A

PARCELLATION SCHEME

The information contained in this appendix is derived from a technical report (Tourville

and Guenther, 2003) describing the parcellation scheme used. The aim of this appendix

is to familiarize the reader with the names and approximate locations of the brain regions

mentioned throughout the dissertation. Figure A·1 shows the outlines and names of the

regions on a schematic brain. Tables A.1, A.2 and A.3 state the nomenclature of the

regions and where available the corresponding Brodmann’s areas. The first table lists the

primary speech regions. The second table lists the remaining cortical regions that are part

of the parcellation scheme. The final table lists the regions that are part of the cerebellar

parcellation.
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Region (ROIs) BA Possible Function

Heschl’s gyrus (Hg) 41 Center frequency/frequency sweep encoding ;
Sound level encoding

Insula (aINS, pINS) – Articulatory planning

Middle Temporal gyrus (aMTg,
pMTg)

21 Lexical/semantic processing

Motor Cortex and anterior Central
Operculum (dMC, vMC,aCO)

4,
43

Primary motor cortex for speech articulators

Planum Polare (PP) 52 Syntactic processing

Planum Temporale (PT) 42 Complex tone processing; CV syllable percep-
tion

Inferior Frontal gyrus and Frontal
Operculum (IFt, IFo, FO)

44,
45

Semantic processing; Grapheme-to-phoneme
conversion

Dorsal Premotor Cortex (adPMC,
mdPMC, pdPMC)

6 Initiation and sequential planning of speech
movements

Ventral Premotor Cortex (vPMC) 6 Planning of speech utterances at acoustic and
articulatory levels

Somatosensory Cortex and
posterior Central Operculum
(vSC,pCO)

1,
2,
3,
43

Primary somatosensory cortex for speech ar-
ticulators

Superior Temporal gyrus (aSTg,
pSTg)

22 Anterior: processing of speech-like sounds.
Posterior: phonological processing for speech
perception and production

Superior Temporal sulcus (adSTs,
avSTs, pdSTs, pvSTs)

22 Anterior: phoneme processing. Posterior:
perception/retrieval of single words

Supplementary Motor Area
(aSMA, pSMA)

6 Motor sequencing; Initiation of articulation;
Articulatory planning

Supramarginal gyrus and Parietal
Operculum (aSMg, pSMg, PO)

40 Phonological processing for speech perception
and production; Sound localization of speech
source

Table A.1: Brodmann areas (BA) and possible function of brain regions in our parcellation
scheme. Parcellation unit key: IFo=Inferior frontal gyrus, pars opercularis; IFt=inferior
frontal gyrus, pars triangularis;aINS=anterior insula; pINS=posterior insula; dMC=dorsal
primary motor cortex; vMC=ventral primary motor cortex; aMTg=anterior middle tem-
poral gyrus; pMTg=posterior middle temporal gyrus; adPMC=anterior dorsal premotor
cortex; mdPMC=middle dorsal premotor cortex; pdPMC=posterior dorsal premotor cor-
tex; aSMA=anterior supplementary motor area; pSMA=posterior supplementary motor area;
aSMg=anterior supramarginal gyrus; pSMg=posterior supramarginal gyrus; vSC=ventral so-
matosensory cortex; aSTg=anterior superior temporal gyrus; pSTg=posterior superior temporal
gyrus; adSTs=anterior dorsal superior temporal sulcus; avSTs=anterior ventral superior tempo-
ral sulcus; pdSTs=posterior dorsal superior temporal sulcus; pvSTs=posterior ventral superior
temporal sulcus.
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Figure A·1: A cortical and cerebellar parcellation scheme based on Caviness et al. (1996) and
Schmahmann (2000) parcellation systems. Speech-related cortical regions of interest (ROIs) are
highlighted in gray on the lateral (right) and medial (left) brain surfaces of the left hemisphere.
Dashed lines indicated boundaries between adjacent regions. The Intra-Sylvian region and the
Superior Temporal sulcus are schematized as exposed flattened surfaces as indicated by the two
sweeping arrows. The detached cerebellum is also shown in the lower left and lower right. See
Table A.1 for abbreviation definitions of the speech-related ROIs, Table A.2 for remaining cortical
ROIs and Table A.3 for cerebellar ROIs.
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Cortical ROIs Brodmann Areas

Angular Gyrus (Ag) 39

Cingulate Gyrus (aCG, pCG) 23, 24, 29, 30, 33

Dorsal Somatosensory Cortex (dSC) 1, 2, 3, 5

Frontal Medial Cortex (FMC) 11, 12, 32

Frontal Orbital Cortex (FOC) 11, 13, 14, 47

Frontal Pole (FP) 9, 10, 12

Inferior Temporal Gyrus (aITg, pITg) 20, 37

Inferior Temporal Occipital Gyrus (ITO) 37, 19

Lingual Gyrus (Lg) 18, 19, 37

Middle Frontal Gyrus (aMFg, pMFg) 8, 9, 46

Middle Temporal Occipital Gyrus (MTO) 19, 37

Occipital Cortex (OC) 17, 18, 19

Parahippocampal Gyrus (aPH, pPH) 27, 28, 34, 35, 51

Precuneus Cortex (PCN) 7a, 7b, 23, 31

Subcallosal Cortex (SCC) 12, 15, 24, 25, 32, 33

Superior Frontal Gyrus (SFg) 8, 9

Superior Parietal Lobule (SPL) 7a, 7b

Temporal Fusiform Gyrus (aTF, pTF) 20, 36, 37

Temporal Occipital Fusiform Gyrus (TOF) 19, 37

Temporal Pole (TP) 38

Table A.2: ROIs covering the remainder of the cerebral cortex are listed along
with approximate Caviness et al. (1996) and Brodmann area correspondence.
Several of the regions listed consist of anterior and posterior segments. Note that
a single ROI may consist of cortex represented by several Brodmann areas. The
Brodmann areas contributing to the ROI are listed in the second column.
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Boundaries

Cerebellar ROIs Anterior Posterior Medial Lateral

Anterior Lateral
(alCB)

Anterior
Hem.
Marg.

Primary
Fissure

Plane Cb Lateral
Hem.
Marg.

Anterior Medial
(amCB)

Anterior
Hem.
Marg.

Primary
Fissure

Midline Plane Cb

Inferior Posterior Lat-
eral (iplCB)

Posterior
Hem.
Marg.

Posterior
Hem.
Marg.

Plane Cb Horizontal
Fissure

Inferior Posterior Me-
dial (ipmCB)

Posterior
Hem.
Marg.

Posterior
Hem.
Marg.

Midline Plane Cb

Superior Posterior
Lateral (splCB)

Primary
Fissure

Posterior
Hem.
Marg.

Plane Cb Horizontal
Fissure

Superior Posterior Me-
dial (spmCB)

Primary
Fissure

Posterior
Hem.
Marg.

Midline Plane Cb

Deep Cerebellar Nuclei
(DCN)*

Brainstem,
Posterior
End

alCB,
Posterior
End

Midline Dentate
Nuc.,
Lateral
Border

Table A.3: Cerebellar ROIs listed with their anatomical boundaries. Plane Cb
is a sagittal plane one third of the way between the midline of the cerebellum and
its lateral extent. H.M. = hemispheric margin. [*] Because the deep cerebellar
nuclei are difficult to view on standard structural data sets acquired on 1.5T or 3T
magnets, these boundaries serve as easily identified overestimates of the extents of
the deep cerebellar nuclei.



Appendix B

AUGMENTED TACTILE FEEDBACK MODEL

The palato-tactile part of the somatosensory representation was generated using a linear

function of the Maeda parameters as described by Schwartz and Boë (2000). The tactile

feedback was augmented to include tactile information from the lips. In the absence of

experimental data, the area function of the lip opening generated by the vocal tract model

was converted to an approximate tactile representation. 4000 uniform random positions

were generated and the area function of the lip opening was calculated for each position.

The area function was converted into a tactile representation similar to the palatal repre-

sentations using the following function:

Tactilelips =
[9(5 − AreaFunctionlips)]

+

5
(B.1)

The linear weights were then computed using a pseudioinverse to map the first 5 Maeda

parameters to the tactile lip parameter. Although the function used above is somewhat

arbitrary, the intent of the function was to provide a continuous gradient, which could then

be used in a pseudoinverse calculation to determine the Maeda parameter set corresponding

to a given tactile representation.
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Appendix C

VOCAL TRACT MODEL

The Maeda vocal tract model (Maeda, 1990) was used as the basis for the extended vocal

tract model. In this extended model the jaw height parameter from the original model

was separated into two components representing upper lip and lower lip positions. The

difference between these positions was then mapped back to the lip aperture parameter for

calculations involving the vocal tract. To maintain consistency between the parameters of

the extended vocal tract, the upper and lower lip positions also used the same range of +/-

3.5 as is the case with the other parameters. This range was mapped to a positional extent

of 2.5cm for each lip with a central overlap of 1cm between the upper lip and lower lip.

The mapping function ensured that the lips did not cross each other in physical space. A

coupling parameter was used between the jaw height parameter and the lower lip position

parameter. This was done to maintain a semblance of physical reality, in that moving the

jaw changes the position of the lower lip. Maintaining lower lip position would therefore

require explicit commands on the part of the controller to decouple the dependence on the

jaw.
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Appendix D

SIMULATION PARAMETER CHOICES

D.1 Parameter list

Name Default
Value

Description

αff 1 Contribution of feedforward command to total com-
mand

αfb 1 Contribution of feedback command to total command

δMAr 42ms Transmission delay from motor cortex cell activity to
physical movement of articulators

δArS 15ms Transmission delay from movement of articulators to
feedback signals in somatosensory cortex

δArAu 20ms Transmission delay from movement of articulators to
feedback signals in somatosensory cortex

δPM 0ms Transmission delay from premotor to motor cortex

δPS 3ms Transmission delay from premotor to somatosensory
cortex

δPAu 3ms Transmission delay from premotor to auditory cortex

δSM 3ms Transmission delay from somatosensory to motor cor-
tex

δAuM 3ms Transmission delay from auditory to motor cortex

JawLip 0.4 Coupling of jaw and lower lip parameter for the ex-
tended Maeda model

ArSpread 3.5 Range of Maeda parameters [in units of standard de-
viation]

MINERT 0.95 Inertial damping of motor output

FBINERT 0.7 Inertial damping of feedback command

Table D.1: The table lists tunable parameters of the model, their default values and a brief
description of the function of the parameter. Inertial damping is applied using the equation: val =
INERT ∗ valold + (1 − INERT ) ∗ valcurrent.
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D.2 Simulation parameters

The first simulation described in Section 3.4 used the default parameters listed in Table D.1.

For the final two simulations, FBINERT was the only parameter modified. The new value

for this parameter was 0.5.



Appendix E

ROI RESULTS

This appendix provides ROI analysis results from the two experiments. Important aspects

of these results have been reported in the main text of the dissertation. In the figures

that follow red corresponds to a significance level of p < 0.001, yellow (p < 0.01), green

(p < 0.05) and blue (p < 0.1). Although blue is typically not considered significant, it was

included to denote borderline regions that may become significant if certain parameters

such as number of subjects or scanner strength was changed. The height of each bar

corresponds to the percentage signal change and the range of the y-axis is the same for

each subplot of a figure. The range is shown on the right of the top row on each figure.
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