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The role of auditory feedback in speech motor control was explored in three related experiments.
Experiment 1 investigated auditory sensorimotor adaptation: the process by which speakers alter
their speech production to compensate for perturbations of auditory feedback. When the first
formant frequency (F1) was shifted in the feedback heard by subjects as they produced vowels in
consonant-vowel-consonant (CVC) words, the subjects’ vowels demonstrated compensatory
formant shifts that were maintained when auditory feedback was subsequently masked by noise—
evidence of adaptation. Experiment 2 investigated auditory discrimination of synthetic vowel
stimuli differing in F1 frequency, using the same subjects. Those with more acute F1 discrimination
had compensated more to F1 perturbation. Experiment 3 consisted of simulations with the directions
into velocities of articulators model of speech motor planning, which showed that the model can
account for key aspects of compensation. In the model, movement goals for vowels are regions in
auditory space; perturbation of auditory feedback invokes auditory feedback control mechanisms
that correct for the perturbation, which in turn causes updating of feedforward commands to
incorporate these corrections. The relation between speaker acuity and amount of compensation to
auditory perturbation is mediated by the size of speakers’ auditory goal regions, with more acute

speakers having smaller goal regions. © 2007 Acoustical Society of America.

[DOL: 10.1121/1.2773966]

PACS number(s): 43.70.Mn, 43.70.Bk, 43.70.Fq, 43.71.Es [BHS]

I. INTRODUCTION

The purpose of this study is to investigate the role of
sensory feedback in the motor planning of speech. Specifi-
cally, it focuses on speech sensorimotor adaptation (SA),
which is an alteration of the performance of a motor task that
results from the modification of sensory feedback. Such al-
terations can consist of “compensation”—a response to a
feedback perturbation that is in the direction opposite to the
perturbation, and additionally, “adaptation”—compensatory
responses that persist when feedback is blocked (e.g., by
masking of auditory feedback with noise) or when the per-
turbation is removed.

Psychophysical experiments that present human subjects
with altered sensory environments have provided insight
about the relationship of sensory feedback to motor control
in both nonspeech and speech contexts. Experiments on limb
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movements have demonstrated the influence of propriocep-
tive feedback, i.e., feedback pertaining to limb orientation
and position (Blakemore et al., 1998; Bhushan and Shad-
mehr, 1999) and visual feedback (Welch, 1978; Bedford,
1989; Wolpert, Ghahramani and Jordan, 1995). Feedback-
modification studies have also been conducted on speech
production, including a number of studies that have induced
compensation by altering the configuration of the vocal tract
in some way (Lindblom et al., 1979; Abbs and Gracco, 1984,
Savariaux et al., 1995; Tourville er al., 2004). Other experi-
ments have demonstrated speech compensation to novel
acoustic feedback, such as delayed auditory feedback (Yates,
1963) or changes in loudness (Lane and Tranel, 1971).
Shifts of the fundamental frequency (F0O) of sustained
vowels have been shown to cause compensatory responses,
that is, FO modification by the speaker in the direction oppo-
site to the shift (Kawahara, 1993; Burnett et al., 1998; Jones
and Munhall, 2000). Compensation for FO shifts was espe-
cially evident when introduced during the production of
tonal sequences by speakers of a tonal language (Xu et al.,
2004). Still others have demonstrated sensorimotor adapta-
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tion when vowel formants were perturbed in speakers’ audi-
tory feedback in nearly real time. For example, Houde and
Jordan (1998, 2002) perturbed F1 and F2 of whispered pro-
ductions of the vowel /e/ along the /i/—/a/ axis and found
compensation that persisted in the presence of masking noise
(adaptation) and generalized to other vowels. Max, Wallace
and Vincent (2003) shifted all vowel formants in the same
direction and showed compensation that increased with
larger amounts of perturbation. Purcell and Munhall (2006)
demonstrated compensation and adaptation to perturbation of
F1 and F2 of voiced vowel formants. They also tracked the
period following the removal of the perturbation and showed
that the return to base line formant values was gradual (a
“wash-out” of adaptation) and was not dependent on the
number of trials during which maximal perturbation was
maintained.

While introducing a vowel formant perturbation that was
similar to the aforementioned paradigms, the current study
builds on those earlier ones in a number of ways. The study
described here: (1) utilized voiced speech (allowing for the
measurement of possible fundamental frequency changes),
(2) utilized a subject-dependent formant perturbation that al-
lowed for inter-subject comparison of the degree of adapta-
tion, (3) included female as well as male subjects, (4) mea-
sured how subjects’ adaptive responses evolved over time
(time-course analysis), (5) investigated the possibility of cor-
relations between perceptual acuity and degree of adaptation,
and (6) conducted simulations using a neurocomputational
model of speech production that could account quantitatively
for the amount and time course of compensation and adap-
tation. Purcell and Munhall (2006) reported results using ap-
proaches 1-4, but they did not explore the relation of com-
pensation to auditory acuity or attempt to characterize the
results with a neurocomputational model. Shifting all vowel
formants in the same direction (either up or down for each
subject—Max er al., 2003) essentially amounts to changing
the perceived length of the vocal tract (e.g., shifting the for-
mants up corresponds to shortening the vocal tract); whereas
shifting a single formant can induce the percept of a more
complex change in vowel articulation (by causing the pro-
duced vowel to sound like another vowel—also see Houde
and Jordan, 1998, 2002; Purcell and Munhall, 2006).

The aforementioned evidence showing specific compen-
satory adjustments of speech parameters in response to per-
turbations of sensory feedback indicates that speech move-
ments can make use of feedback control mechanisms. A
neurocomputational model of the motor planning of speech
that can be used to explore these effects is the DIVA' model
(Guenther et al., 1998; Guenther et al., 2006). This model
postulates that speech movements are planned by combining
feedforward control with feedback control (cf. Kawato and
Gomi, 1992) in somatosensory and auditory dimensions. The
model has been shown to account for numerous properties of
speech production, including aspects of speech acquisition,
speaking rate effects and coarticulation (Guenther, 1995); ad-
aptation to developmental changes in the articulatory system
(Callan et al., 2000); and motor equivalence in the produc-
tion of American English /r/ (Nieto-Castanon et al., 2005).
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According to the DIVA model, during the initial period
of speech acquisition, feedforward mechanisms are not yet
fully developed, so feedback control plays a large role in
ongoing speech. Through training, the feedforward controller
gradually improves in its ability to generate appropriate
movement commands for each speech sound (phoneme or
syllable); eventually, it is the dominant controller in fluent
adult speech. For mature speakers, the feedback controller is
always operating, but it only contributes to motor commands
when sensory feedback differs from sensory expectations,
e.g. in the presence of perturbations such as the auditory
modification of vowel formants introduced in the current
study. If such a perturbation is applied repeatedly, the model
predicts that feedforward commands will be re-tuned to ac-
count for the perturbation, and that abrupt removal of the
perturbation will lead to a transient after effect (evidence of
adaptation) in which the speaker still shows signs of this
compensation even though the perturbation is no longer
present. The DIVA model also predicts that auditory percep-
tion affects motor development such that speakers with better
auditory acuity will have better tuned speech production;
e.g., they will produce better contrasts between sounds. Con-
sistent with this prediction, positive correlations between au-
ditory acuity and produced contrast in speech have been ob-
served for both vowels and consonants (Newman, 2003;
Perkell et al., 2004a; Perkell et al., 2004b). The model fur-
ther predicts that subjects with more acute auditory percep-
tion should be able to better adapt their speech to perceived
auditory errors such as those introduced by F1 perturbation.
The current study addresses several of these predictions.

The study comprised three experiments. The first experi-
ment investigated auditory sensorimotor compensation and
adaptation by perturbing the first formant frequency (F1) in
the feedback heard by subjects as they produced vowels in
CVC words. The experimental paradigm allowed us to study
the time course of formant changes throughout an experi-
mental run in vowels produced with and without masking
noise. The second experiment investigated auditory acuity,
measured as discrimination of synthetic vowel stimuli differ-
ing in F1 frequency, using the same subjects; this experiment
was designed to determine if individuals with more acute
discrimination of vowel formants also showed greater com-
pensation to perturbations in those formants of the first ex-
periment. The third experiment used subject-specific ver-
sions of the DIVA model of speech motor planning to
simulate the subjects’ performance in the first and second
experiments; it was designed to determine whether the model
could account quantitatively for key aspects of sensorimotor
adaptation.

Il. EXPERIMENT 1

This experiment was designed to test the hypothesis that
human subjects utilize auditory goals in the motor planning
of speech, and should modify their vowel production to com-
pensate for acoustic perturbations in their auditory feedback.
The experiment also tested the prediction that there will be
adaptation: compensation that persists in the presence of
masking noise and a transient after effect in which speakers
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continue to show compensation for a number of trials after
the perturbation is abruptly removed.

A. Real-time formant shift in vowels

A digital signal processing (DSP) algorithm was devel-
oped for shifting the first formant frequency using a Texas
Instruments (TI) C6701 Evaluation Module DSP board. The
algorithm utilized linear prediction coding (LPC) analysis
(Markel and Gray, 1976) and a Hessenberg QR root-finding
iterative algorithm (Press et al., 2002) to detect the first for-
mant (F1) in vowels. It then utilized a direct-form transpose
II filter to remove the original F1, and introduced the shifted
F1. This algorithm is discussed in greater detail in Appendix
I and Villacorta (2006). The overall delay introduced by the
digital signal processing was 18 ms, less than the 30 ms de-
lay at which speakers notice and are disturbed by delayed
feedback (Yates, 1963).

To simplify discussion of the formant shift made by the
DSP board, a unit of formant shift—perts—is introduced
here. Perts simply represents a multiplier of the original for-
mant. A formant shift of 1.3 perts increased the formant to
130% of its original value (shift up), while a 0.7 perts shift
decreased the formant to 70% of its original value (shift
down). A pert value of 1.0 indicates that the formant was not
shifted.

B. Protocol for an experimental run

The experimental run for each subject consisted of an
initial calibration phase, followed by a four-phase adaptation
protocol. The purpose of the calibration phase (typically
36-54 tokens in duration) was to acclimate each subject to
using visual cues (target ranges and moving displays) of
loudness and duration for achieving values that were needed
for successful operation of the algorithm. To help assure that
the subject did not hear airborne sound, insert headphones
were used (see below) and the target output sound level was
set at 69 dB sound pressure level (SPL) (+2 dB), signifi-
cantly less than the feedback sound level of 87 dB SPL. The
target vowel duration was set at 300 ms, although the actual
duration could be longer due to a reaction time delay. In this
phase, subjects were also questioned about the level of mask-
ing noise (87 dB SPL); as had been found in preliminary
informal testing, it was determined that the level was toler-
able for them and successfully prevented them from discern-
ing their own vowel quality.

The adaptation protocol for each presentation of a token
was as follows (see Fig. 1). A monitor (1 in Fig. 1) in front of
the subject displayed the token (a CVC word, such as “bet”)
for two seconds, and also displayed the visual cues for
achieving target loudness and duration. The subject spoke
into a Sony ECM-672 directional microphone placed six
inches from the lips (2). The speech signal transduced by the
microphone was digitized and recorded for postexperiment
analysis (3). The same speech signal was sent concurrently to
the TT DSP board for the synthesis of formant-shifted speech
(4). The output of the DSP board (formant-shifted speech)
was sent to a feedback selector switch which determined,
depending on which token was presented to the subject,
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FIG. 1. Schematic diagram of the cycle that occurred during the presenta-
tion of one token during an SA experimental run. Refer to Sec. II B for a
detailed description.

whether the subject heard masking noise or the perturbed
speech signal (5). The appropriate signal was then presented
to the subject over EarTone 3A insert earphones (Ear Audi-
tory Systems) (6)°. The perturbed speech signal from the
DSP board and the output signal from the selector switch
were also digitized and saved for postexperimental analysis.

A total of 18 different target words (“Word List” in Fig.
1 and Table I) were used. The experiment consisted of a
number of epochs, where each epoch contained a single rep-
etition of each of the 18 target words. Nine of these words
(+feedback) were presented with the subjects able to hear
auditory feedback (either perturbed or unperturbed, depend-
ing on the phase of the experiment) over the earphones; all of
these words contained the vowel /&/ (the only vowel trained).
The other nine words (—feedback) were presented with mask-
ing noise. Three of the —feedback words contained the vowel
/e/, one in the same phonetic context as the word presented
in the +feedback list (“pet”) and two in different phonetic
contexts (“get” and “peg”). The other six —feedback words
contained vowels different from the training vowel. The or-
der of the +feedback tokens and —feedback tokens was ran-
domized from epoch to epoch; however, all of the +feedback
tokens were always presented before the —feedback tokens
within an epoch.

For each subject, the adaptation protocol comprised four
phases: base line, ramp, full perturbation and postperturba-
tion (schematized in Fig. 2). Each phase consisted of a fixed
number of epochs. The base line phase consisted of the first
15 epochs, and was performed with the feedback set at

TABLE I. Word list for the SA experiment.

+Feedback —Feedback
beck get

bet pat
deck peg
debt pet
peck pete
pep pit

pet pot

ted pote
tech put
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FIG. 2. Diagram of the level of F1 perturbation presented during one ex-
perimental session, as a function of epoch number (where an epoch consists
of one repetition of each of the 18 words in the corpus). The 65 epochs of an
experimental session are divided into four phases (demarcated by dashed
vertical lines). From left to right, these phases are base line (epochs 1-15),
ramp (epochs 16-20), full perturbation (epochs 21-45), and postperturba-
tion (epochs 46—65). The protocols for two subject groups are shown: those
undergoing an upward F1 shift (upper line) and those undergoing a down-
ward F1 shift (lower line).

1.0 pert (no formant shift). The following ramp phase (ep-
ochs 16-20) was used to gradually introduce the formant
shift by changing the pert level by 0.05 pert per epoch. De-
pending on the subject group (shift up or shift down—see
below), during the full perturbation phase (epochs 21-45),
the speech feedback had either a 1.3 pert shift or a 0.7 pert
shift. During the entire postperturbation phase (epochs 46—
65), the feedback was again set at 1.0 pert (no shift); this
phase allowed for the measurement of the persistence of any
adaptation learned during the full-perturbation phase. An en-
tire experiment for one subject consisted of 65 epochs, com-
prising a total of 1170 tokens; the experiment lasted approxi-
mately 90—120 min.

C. Subject selection criteria and description

Subjects were 20 adult native speakers of North Ameri-
can English with no reported impairment of hearing or
speech. Five females and five males were run with an up-
ward F1 shift (shift-up subjects); another five females and
five males were run with a downward F1 shift (shift-down
subjects). The subjects had an age range from 18 to 44 with
a median age of 21. Informed consent was obtained from all
subjects.

D. Postexperiment spectral analysis of tokens

Following the experiment, a spectral analysis was per-
formed on the speech signals that had been digitized directly
from the microphone. Each recorded token (sampled at
16 kHz) was labeled manually at the beginning and end of
the vowel on the sound-pressure wave form; then the first
two formants were extracted utilizing an automated algo-
rithm designed to minimize the occurrence of missing or

J. Acoust. Soc. Am., Vol. 122, No. 4, October 2007

Villacorta et al.: Sensorimotor adaptation and perception of vowels

spurious values. Formants were derived from an LPC spec-
trum taken over a sliding 30 ms window. The spectrum was
measured repeatedly between 10% and 90% of the delimited
vowel interval in 5% increments, and the mean formant val-
ues over these repeated measures were recorded. The analy-
sis for a majority of the subjects used an “optimal” LPC
order determined by a heuristic method that utilizes a reflec-
tion coefficient cutoff (Vallabha and Tuller, 2002). For sub-
jects with a large number of missing or spurious formants,
the analysis was repeated using LPC orders of 14-17 inclu-
sive.

The fundamental frequency (FO) was extracted from
each token using a pitch estimator that is based on a modified
autocorrelation analysis (Markel ez al., 1976). For some to-
kens, FO appeared to be underestimated, so FO values below
50 Hz were excluded from analysis. For all but one subject,
this exclusion criterion removed less than 3% of the tokens.
One subject had 44% of tokens excluded by this criterion, so
that subject’s data were excluded from the FO analysis.

To allow comparison among subjects with differing base
line formant frequencies and FO, especially differences re-
lated to gender, each subject’s formant and FO values were
normalized to his or her mean base line values, as shown in
Eq. (1) for F1.

Fl Hertz

mean(Fl)base line phase

norm _ F1= (1)

In order to compare changes from the base line (normal-
ized value =1.0) to the full-pert phase among all the subjects
(regardless of the direction of the F1 shift), an adaptive re-
sponse index (ARI) was calculated as shown in Eq. (2).
Larger, positive ARI values indicated greater extent of adap-
tation for that subject, while negative ARI values (which
occurred for two of the 20 subjects) indicated that those sub-
jects produced responses that followed the perturbation,
rather than compensated for it.

ARI mean(norm _ F'1 = 1)y pert phases if pert=0.7
| mean(1 _norm — F1)g, pert phase if pert=13"
()
E. Results

Figure 3 shows normalized F1 (solid curves) and F2
(dashed curves) values for the +feedback tokens averaged
across all subjects in each group.3 Data from shift-down sub-
jects are shown with black lines; from shift-up subjects, with
gray lines. The error bars show one standard error about the
mean. The figure shows that subjects compensated partially
for the acoustic perturbation to which they were exposed.
Shift-up subjects increased vowel F1 during the experiment
(black solid line), while shift-down subjects decreased F1
(gray solid line).* Compared to the changes in F1, F2
changed by very small amounts.

Generally, subjects responded with only a short delay to
the acoustic perturbation: the first significant change in nor-
malized F1 occurred during the second epoch in the ramp
phase (epoch 17). This compensation was retained for some
time after the perturbation was turned off at epoch 45 (i.e.,
during the postpert phase), indicating that subjects had
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FIG. 3. Produced first and second formant frequencies, normalized to the
adjusted base line, as a function of epoch number in +feedback words for all
subjects. The upper curve corresponds to the normalized F1 for the ten
subjects run on the shift-down protocol; the lower curve corresponds to the
shift-up protocol. Each data point is the mean value of the nine +feedback
words across ten subjects (five male, five female). The dashed vertical lines
demarcate the phases of the protocol; the dashed horizontal line corresponds
to base line values. Normalized F2 values are shown as the dashed curves,
which remain close to the base line value of 1.0. The error bars depict the
standard error of the mean among ten subjects.

adapted to the perturbation. Normalized F1 consistently re-
turned to base line within the standard error after epoch 55,
approximately 15—20 min into the postpert phase. This find-
ing is consistent with those of Purcell and Munhall (2006),
who also showed that recovery to base line formant frequen-
cies was not immediate when the formant perturbation was
removed.

The extent of adaptation was less than the amount re-
quired to fully compensate for the acoustic perturbation. For
shift-down subjects, full compensation (i.e., the inverse of
0.7) would be represented by a normalized F1 value of
1.429; the greatest actual change for the shift-down subjects
had a mean normalized value of 1.149 (i.e., approximately
35% compensation), which occurred in epoch 45. Similarly,
full compensation for the shift-up subjects (1.3 pert shift)
would be represented by a normalized F1 value of 0.769.
Their greatest change had a mean normalized value of 0.884
(approximately 50% compensation), which occurred in ep-
och 44.

The —feedback tokens were analyzed in the same way to
determine the extent to which adaptation would occur for the
same vowel with auditory feedback masked (that is, without
perception of the perturbed signal). As mentioned above, the
word list contained tokens that were uttered with auditory
feedback masked, but which contained the same vowel the
subjects had heard with full perturbation (/e/). The DIVA
model predicts that adaptation learned for /e/ with feedback
perturbed should be maintained even without acoustic feed-
back. Indeed, in their SA study of with whispered vowels,
Houde and Jordan (1998, 2002) demonstrated that such ad-
aptation was maintained in the absence of acoustic feedback
and also that it generalized to productions of the same vowel
in different phonetic contexts. The current —feedback adap-
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FIG. 4. Produced first formant frequency, normalized to the base line, in the
—feedback words containing the vowel /e/. The top plot shows normalized
F1 for the same context, —feedback token (“pet”), while the bottom figure
shows normalized F1 for the different context, —feedback tokens (“get” and
“peg”). The axes, data labels and vertical markers are the same as in Fig. 3,
except that normalized F2 is not shown.

tation results for /e/ are divided into two groups: —feedback
adaptation for the same context token, and —feedback adap-
tation for different context tokens. The same context token—
referring to the fact that this token is also contained in the
+feedback word list—is the token “pet.” The different con-
text tokens are the tokens “get” and “peg,” which were not
present in the +feedback, word list.

Figure 4 shows that the adaptation to perturbation of
+feedback /e/ tokens does indeed occur for the same context,
—feedback token. However, adaptation in the —feedback to-
kens occurred to a lesser extent than in the +feedback tokens
(compare with Fig. 3). This finding is confirmed by compar-
ing ARI values (Eq. (2)) between +feedback tokens and
—feedback tokens. The ARI for the —feedback, same context
condition was 58% of the ARI for the +feedback tokens,
which is a significant difference (7[198]=2.3,p <0.05). Ad-
ditionally, the ARI in the —feedback, different context condi-
tion was 67% of the +feedback (ARI) condition, which is
also a significant difference ([218]=2.47, p<<0.05). While
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the mean changes in F1 for the different context tokens ap-
pear to be greater than the F1 changes for the same context
tokens, there were no significant differences between the two
context conditions for both the shift-down and shift-up sub-
jects.

Several —feedback tokens contained vowels different
from the one subjects produced with feedback perturbed
(/e!). These tokens were included in the protocol to establish
the degree to which adaptation would generalize to unper-
turbed vowels. The bar plots in Fig. 5 display the amount of
adaptation found for the following vowels: /1/ (“pit”), /i/
(“pete”), /a/ (“pat”), /a/ (“put”), and /a/ (“pot”).5 The
—feedback token /€/ is also displayed for comparison. Shown
are the mean F1 (upper plot) and F2 (lower plot) of these
vowels, normalized with respect to each vowel’s base line
formant values.

For most vowels, the mean normalized F1 was signifi-
cantly above the base line in shift-down subjects, and was
significantly below the base line in shift-up subjects (p
<0.01). However, the vowels /i/ and /a/ did not show con-
sistent F1 generalization. The shift-down subjects demon-
strated vowel a small significant increase of F1 for /i/
(71249]=2.33, p <0.05); the shift-up subjects showed a small
decrease in F1 for /i/ that was not significant. For the vowel
/A/, the shift-down subjects demonstrated a significant up-
ward F1 shift, but the shift-up subjects failed to demonstrate
a significant decrease. (Villacorta, 2006, shows that this lack
of generalization for /a/ is due to the male, shift-up sub-
group.) As seen in the lower plot, changes in F2 were con-
siderably smaller in magnitude than in F1 (p<0.05), dem-
onstrating formant specificity of the generalization for most
of the vowels. The vowel /i/ did not show a significant F2
change for either shift-down or shift-up subjects—Iikely due
to the fact that the F1 changes for /i/ were also relatively
small. The vowel /a/ did not show significantly smaller F2
changes (compared to Fl changes) in the shift-down sub-

J. Acoust. Soc. Am., Vol. 122, No. 4, October 2007

1.07¢

N = R T
w LIV WN 5
1.04} I I Y ="
& 103} |
§ 1.02¢ I l
s || |
é 1.01} I l
'V | |
099, o || |
ossfV | |
097 | : .| :
10 20 3gp00h 40 50 60

FIG. 6. Normalized FO as a function of epoch number. To maintain consis-
tency with Fig. 3, only +feedback vowels are shown. The solid line repre-
sents the mean values from the shift-down subjects; the dashed line repre-
sents the mean values from the shift-up subjects. The vertical lines
demarcate the phases of the experiment.

jects. Anomalously, the vowel /a/ showed F2 increases for
the shift-down as well as the shift-up subjects (possibly re-
lated to the above-mentioned outlying F1 responses of the
male, shift-up subgroup).

Figure 6 shows FO as a function of epoch number, aver-
aged across shift-up (dashed line) and across shift-down sub-
jects (solid line) and normalized to the mean of the base line
epochs. The figure shows that both shift-down and shift-up
subjects demonstrated a general trend of increasing FO
throughout the experiment. The relation between changes in
FO and F1 (factoring out the common upward trend in FO)
was investigated by calculating the difference between sub-
ject FO value and the mean FO and the difference between
subject F1 and mean F1 across all subjects at each epoch. It
was found that subjects modified FO in a direction opposite
to the compensatory F1 shift they produced; this relation was
highly significant (r=—0.74, p<0.001). It is possible that the
duration of each utterance (300 ms), the large number of
utterances produced by each subject (approximately 1170 to-
kens), and the overall duration of the experiment
(90—120 min) all combined to cause fatigue that led to an
upward drift in FO. Some support for this claim can be in-
ferred from a similar upward FO drift observed by Jones and
Munhall (2000).°

Analysis of the adaptive response index values for F1
and F2 showed that, from the ramp phase through the post-
pert phase, the direction of the small ARy, change appears to
be opposite to AR, changes. The mean AR values across all
subjects for this subset of epochs (ramp phase through post-
pert phase), showed a significant inverse relation between
ARy, and AR, (r=-0.78, p<<0.001). Thus the observed
changes in FO, F1 and F2 lead to the inference that the au-
ditory space in which subjects adapt is characterized by di-
mensions that depend on multiple formants and FO.

lll. EXPERIMENT 2

To investigate whether subjects’ auditory acuity was re-
lated to the amount of their adaptation, a second experiment
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was conducted to measure auditory acuity of F1 variation
with the same subjects who served in Experiment 1. This
experiment consisted of three parts: (1) a recording of the
subject’s “base” tokens, (2) an adaptive staircase discrimina-
tion task and (3) a second, more finely tuned discrimination
task. The end result was a measure of each subject’s auditory
acuity. The use of a two-stage protocol for obtaining an ac-
curate estimate of auditory acuity was based on prior work
(Guenther et al., 1999a; Guenther et al., 2004).’

A. Participating subjects

The subjects were a subset of those who participated in
Experiment 1. Seven out of the original 20 subjects were no
longer available at the time Experiment 2 was conducted, so
the results from the acuity experiment were based on the 13
subjects who could be recalled. Informed consent for the
auditory acuity experiments was obtained from all subjects.

B. Recording of the subject’s speech

Subject-specific synthetic stimuli were used for the acu-
ity tests. For this purpose, each subject was recorded while
speaking ten tokens each of the words “bet,” “bit” and “bat.”
The recordings were conducted in a sound attenuating room
using a head-mounted piezo-electric microphone (Audio-
Technica, model AT803B) placed at a fixed distance of
20 cm from the speaker’s lips. Elicited utterances were pre-
sented on a monitor. As in Experiment 1, the monitor also
displayed cues that induced the subject to speak at a target
loudness (85+2 dB SPL) and word duration (300 ms). Sub-
jects were allowed to practice to achieve these targets. The
F1 frequency for each “bet” token was measured, and the
“bet” token with the median F1 value was used to determine
the F1 of a base token. Synthetic vowels varying in F1 were
generated offline using a MATLAB program that ran a formant
perturbation algorithm identical to what was run on the TI
DSP board.

The acuity tests were carried out in the same sound at-
tenuating room in which the recordings were made, though
not always on the same day. Subjects heard stimuli over
closed-back headphones (Sennheiser EH2200), played on a
computer controlled by a MATLAB script.

C. Staircase protocol for estimation of jnd

In an initial stage of acuity testing, a staircase protocol
was used to rapidly obtain an approximate estimate of the
just noticeable difference (jnd) in F1 for each subject. This
estimate was then used to determine a narrower range of
tokens for the second stage, which utilized a larger number
of trials with token pairs that were chosen to fall near the
subject’s initial jnd, in order to produce a more accurate es-
timate of auditory acuity.

An adaptive, one-up, two-down staircase protocol was
run to estimate the jnd for F1 around the base token obtained
from the subject’s speech recording (as illustrated in Fig. 7).
In this procedure, pairs of tokens that were either the same or
different from each other were presented to the subject with
equal probability. The same pairs consisted of repetitions of
the base token, while the different pairs consisted of tokens
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FIG. 7. Example of the adaptive procedure used to estimate jnd. The ab-
scissa shows the presentation number of the given pair, and the ordinate
depicts the separation of the different pairs in pert. The text within the figure
gives conditions for changes in step size. The staircase terminated after eight
reversals.

with F1 values greater or lesser than that of the base foken,
equally spaced in pert. For example, the different pair sepa-
rated by 0.3 pert consisted of the 0.85 pert and the 1.15 pert
tokens. Whenever the subject responded incorrectly to either
the same or different pairs, the distance between the mem-
bers in the different pairs increased. Whenever the subject
responded correctly to two presentations of a given different
pair, the distance between the members of the different pairs
decreased. The separation was unchanged when the subject
responded correctly to a same, pair presentation.8

D. Determining auditory acuity

A more precise protocol involving many more same-
different judgments was then run on each subject. In the jnd
protocol, presented tokens were either the same (with both
tokens equal to the base token) or different (straddling the
base token). The different pairs were spaced by the following
multiples of the jnd.y: +0.25, +0.5, +0.75, £1.0 and +1.4.
The +multiple of the jnd.q pair (e.g., +0.25, +0.5) was al-
ways presented with the corresponding multiple (e.g., —0.25,
—0.5) for a different pair presentation, though the order of the
tokens within a pair was randomized (e.g., +0.25 followed
by —0.25 or —0.25 followed by +0.25). Each unique pair (the
single same and each of the five different pairs) was pre-
sented to the subject 50 times, for a total of 300 presentations
per block. Subjects were given feedback consisting of the
correct response to the pair just presented.

A d’ score for each pair was calculated using a standard
signal detection theory formula (Macmillan and Creelman,
2005) shown in Eq. (3), where z is the normal inverse func-
tion, H is the hit rate (responds different|different) and F is
the false alarm rate (responds different|same). Note that all
rates were calculated as a fraction of a total of 50.5 presen-
tations (rather than 50 presentations) to avoid undefined z
scores.

d =z(H)-z(F) (3)
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Data consisting of d’ score as a function of pair separa-
tion (in perts) were then fitted with a sigmoid function. A
sigmoid function was used in this case because it is mono-
tonic and best captures the sharp rise of d’ in the sensitive
region, while also capturing ceiling and floor effects ob-
served in the data. To estimate perceptual acuity, a “discrimi-
nation index” (DI) was calculated from the sigmoid fit to the
d’" function. We defined the DI as the separation (in perts)
that corresponds to a d’ of 0.7. (A d’ of 0.7 was used here
because it was the maximum d’ value common to all sub-
jects run on the perceptual acuity protocol.) Note that the
larger the DI, the worse the subject’s acuity (i.e., the further
apart two stimuli need to be for detection by the subject).

E. Results

The subjects’ DIs were significantly correlated with their
adaptive response indices, as shown in Fig. 8. This figure
shows DI as a function of ARI for the shift-down subjects
(open circles) and the shift-up subjects (triangles), along with
a regression line. The line demonstrates the predicted trend:
subjects with smaller jnds tend to adapt to a greater extent.
The relation between jnd and adaptive response was signifi-
cant (r=0.56, p<<0.047), accounting for 31% of the vari-
ance.

It was observed that the produced F1 separation between
neighboring vowels varied from subject to subject, which
could have a confounding influence on the extent of adapta-
tion measured during the SA experiment and therefore on the
correlation with jnd values. Since the SA experiment in-
cluded base line (epochs 1-15) tokens of the vowels /&/, /&/,
and /1/ (“pat,” “pet,” and “pit” used as —feedback tokens), it
was possible to measure the F1 separation in neighboring
vowels and subsequently control for it. Equation (4) shows
how normalized vowel separation in F1 was calculated. Note
that the F1_separation values are normalized by the base
line F1 from the word “pet,” and that only —feedback base
line tokens were used for this measurement.
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pet _ Flyedian = Pit — Fliedian
pet _ Fledian

F1 _separationy_pi =

pat _ Flyedian — Pet _ Flinedian
pet _ Flyegian

F1 _separationyy_pe=

(4)

For a given subject, the relevant F1_separation value
was the one characterizing the separation between the two
neighboring vowels corresponding to the direction of pertur-
bation used in the SA  protocol. Therefore,
F1_separation,._p; was used for the shift-down subjects
and F1_separationy,_p, Was used for the shift-up subjects.

The partial correlation coefficient (r,,,) represents the
correlation between two measures (DI) and ARI when con-
trolling for normalized F1_separation. This statistic,
r acuity_index ARIlInorm_F1_separation had a highly signiﬁcant value
(r=0.79; p<0.001), accounting for over 62% of the variance
and indicating that smaller jnd values (i.e., greater perceptual
acuity) are associated with larger adaptation scores.

IV. EXPERIMENT 3

This experiment was designed to compare simulations
using the DIVA model of speech motor planning to the hu-
man subject results from the SA and auditory acuity studies.
Figure 9 shows a simplified schematic diagram of the DIVA
model, indicating the relation between feedback and feedfor-
ward control of speech movements in the cerebral cortex.
The model is described here briefly; it is discussed in depth
in Guenther er al. (2006).

The speech sound map (hypothesized to lie in left pre-
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motor cortex) projects sensory expectations associated with
the current speech sound to auditory (AA) and somatosen-
sory (AS) error cells, where these expectations (or goals) are
compared to the actual sensory feedback. The projections of
sensory expectations are learned and improve with practice.
The output from the sensory error cells projects to an articu-
latory velocity map, resulting in the feedback-based compo-
nent of the motor command; the gains ay, 4 and ayy, g control
how much each feedback source contributes to the overall
motor command.

The speech sound map—aside from giving rise to the
sensory expectations projecting to the sensory error cells—
also projects directly to motor cortex, giving rise to a feed-
forward component of the motor command. By incorporating
the results of previous attempts to produce the given speech
sound with auditory feedback available, this motor command
improves over time.

The feedforward and the two feedback components of
the motor command are integrated to form the overall motor
command M, which determines the desired positions of the
speech articulators. The motor command M in turn drives the
articulators of the vocal tract, producing the speech sound;
this production provides sensory feedback to the motor con-
trol system. For use in simulations, the DIVA model’s motor
commands, M, are sent to an articulatory based speech syn-
thesizer (Maeda, 1990) to produce an acoustic output.

When the model is first learning to speak (corresponding
to infant babbling and early word production), the feedback
component of speech control plays a large role, since the
model has not yet learned feedforward commands for differ-
ent speech sounds. With continued speech training, the feed-
forward projections from the speech sound map improve in
their ability to predict the correct feedforward commands. In
trained fluent (e.g., adult) speech in normal conditions, feed-
forward control dominates the motor command signal since
the error signals resulting from the auditory and somatosen-
sory error cells are small due to accurate feedforward com-
mands. Alterations in auditory feedback—as introduced by
the SA protocol—produce mismatches between expected and
actual auditory consequences, which results in an auditory
error signal. This causes the feedback control signal (specifi-
cally the auditory component) to increase and significantly
influence the output motor commands. Adaptation occurs in
this model as the feedforward projections are adjusted to
account for the acoustic perturbation.

In the SA protocol, only the auditory component of the
sensory feedback is perturbed; the somatosensory feedback
is left unperturbed. The model predicts that adaptation
should not fully compensate for purely auditory perturba-
tions due to the influence of somatosensory feedback control.
That is, as the feedforward commands change to compensate
for the auditory perturbation, somatosensory errors begin to
arise and result in corrective motor commands that resist
changes in the feedforward command. As observed above,
analyses from the +feedback tokens of the SA subjects also
demonstrated only partial compensation (refer to Sec. 1B),
supporting the model’s prediction.
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A. Modeling variation in auditory acuity

One important property of the DIVA model is its reli-
ance on sensory goal regions, rather than points (Guenther et
al., 1998; Guenther, 1995). The notion of sensory goal re-
gions explains a number of phenomena related to speech
production. These observed behaviors include motor equiva-
lent articulatory configurations (Guenther, 1995; Guenther et
al., 1998) and their use in reducing acoustic variability
(Guenther et al., 1998; Guenther et al., 1999b; Nieto-
Castanon et al., 2005), as well as anticipatory coarticulation,
carryover coarticulation, and effects related to speaking rate
(Guenther, 1995).

Prior studies have demonstrated that speakers with
greater auditory acuity produce more distinct contrasts be-
tween two phonemes (Newman, 2003; Perkell er al., 2004a,
b). According to the DIVA model, these larger contrasts re-
sult from the use of smaller auditory goal regions by speak-
ers with better acuity; this may occur because these speakers
are more likely to notice poor productions of a sound and
thus not include them as part of the sound’s target region. In
keeping with this view, we created a version of the model for
each individual subject by using an auditory target region
size for the vowel /e/ that was proportional to the subject’s
discrimination index. The details of this process are de-
scribed in Appendix II. In short, subjects with a larger dis-
crimination index (reflecting poorer acuity) were modeled by
training the DIVA model with large target regions, while sub-
jects with better acuity were modeled by training on smaller
target regions. These varying trained models were then used
in a simulation experiment that replicated the sensorimotor
adaptation paradigm of Experiment 1.

B. Design of the SA simulations within the DIVA
model

Twenty simulations were performed, using subject-
specific versions of the DIVA model; each simulation corre-
sponded to a particular subject’s SA run, with the model’s
target region size adjusted using the relation between acuity
and adaptive response described in Appendix II. Each simu-
lation consisted of the same four phases as the human subject
SMA experiment: base line, ramp, full pert, and post pert.
During these phases, auditory feedback to the model was
turned on and off to replicate the +feedback and —feedback
SA results. Like the human subject experiment, the perturba-
tion to F1 in the model’s auditory feedback during the full-
pert phase was either 0.7 or 1.3 pert (depending on the sub-
ject being simulated), and the perturbation was ramped up
during the ramp phase as in the experiment.

In the SA experiment with human subjects, each epoch
contained nine +feedback tokens and three —feedback tokens
that contained the vowel /e/. To maintain this ratio while
simplifying the simulations, one epoch in the simulation was
composed of four trials: three trials with feedback turned on,
followed by one trial with feedback turned off.

C. Results

Figure 10 compares the results from +feedback trials in
the DIVA simulations to the corresponding human subject
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FIG. 10. Normalized F1 as a function of epoch number during the SA
protocol in +feedback trials: DIVA simulations compared to human subject
results. The thin lines shown with standard error bars correspond to the
subject SA data (20 subjects). The shaded region corresponds to the DIVA
simulations, and represents the 95% confidence interval about the mean. The
vertical dashed lines show the experiment phase transitions; the horizontal
dashed line indicates base line. The open circles indicate epochs in which
the data and the simulation results were significantly different. The black
solid curves correspond to high-acuity simulations, while the black dashed
curves correspond to low-acuity simulations.

data. These results demonstrate that the SA simulations ac-
count for the main trends found in the human SA data: (1) a
compensatory change in F1 that builds gradually over the
ramp and full pert phases, (2) a maximum F1 deviation that
only partially compensates for the perturbation, and (3) a
gradual return to the base line F1 value in the postpert phase.
Furthermore, acuity and the extent of F1 deviation are posi-
tively related in the model, evident by comparing the high
acuity (solid lines) to the low acuity (dashed lines) simula-
tions, as in the human subject data (not shown in Fig. 10).
Finally, there is a slight asymmetry between the shift-up
group and shift-down group, seen in both the simulations and
the human subject results. This is not surprising, given that
the inverse of the perturbation—which represents the maxi-
mal response expected—is a larger change from base line for
the shift-down condition than for the shift up.

To determine if the simulation results were significantly
different from the human subject results, a pooled, two-tail ¢
test was performed on an epoch-by-epoch basis between the
two sets of results; differences statistically significant at a
level of p=0.05 are indicated in Fig. 10 by the open circles.
The simulation results differed significantly only during four
epochs, all of which were in the base line phase, where the
experimental subjects showed considerable drift in F1 com-
pared to the constant F1 of the model’s productions. During
the ramp phase, the human SA results seem to show a faster
adaptive response than the simulation results, but this differ-
ence is not statistically significant.

Like the human subject results, the DIVA simulations
produced very little change in the second formant (not
shown): the normalized F2 during the full-pert phase had a
mean value of 1.0135+/-0.0035 for the shift-down simula-
tions, and a mean value of 0.9975+/-0.0004 for the shift-up
simulations. It should be noted that the simulations and the
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simulations compared to subject results.

humans subject results differed in the direction of the F2
changes; unlike the human subjects, who showed F1 and F2
shifting in opposite directions, the simulations showed
changes in F1 and F2 occurring in the same direction. As
described earlier, the shifting of F1 and F2 in opposite direc-
tions by the experimental subjects may indicate the use of an
auditory planning frame that is not strictly formant based as
implemented in the model simulations, but rather is better
characterized by relative values of the formants and FO.

Figure 11 compares the results from —feedback trials in
the DIVA simulations to the corresponding human subject
data. The simulations exhibit adaptive responses that are
similar in extent to those seen in human data in —feedback
tokens. Excluding differences in the base line phase, the
—feedback simulations differed from the human subject data
in four epochs for the shift-down condition (one epoch in the
ramp phase, two in the full-pert phase and one in the postpert
phase), and in two epochs for the shift-up condition (both in
the postpert phase). It should be noted that, because correc-
tions for multiple comparisons were not done in order to
make the test of the model more stringent, one would expect
2-3 epochs out of 50 to show “false” significant differences
(for a significance threshold of p=0.05) even if the statistical
distributions of model and subject productions were
identical.

V. DISCUSSION

The studies presented in this article reveal several details
of the process by which individuals modify speech in order
to compensate for altered acoustic feedback. The results
from Experiment 1 indicate that, in response to perturbations
of the first formant (F1) in the acoustic feedback of vowel
productions, subjects compensate by producing vowels with
F1 shifted in a direction opposite to the perturbation. Specifi-
cally, shift-down subjects exhibited 35% compensation, and
shift-up subjects exhibited 50% compensation. This range of
compensation is similar to other experiments in vowel for-
mant manipulation (Houde et al., 1998, 2002; Max et al.,
2003). Although we observed an asymmetry in compensation
relative to the direction of shift, this asymmetry arises from
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how we defined complete compensation (see Sec. I B). Com-
pensation was present even when the subjects’ auditory feed-
back was blocked by masking noise—defined as true adap-
tation in Houde and Jordan (2002)—and it generalized to
most other vowels that were not perturbed. This adaptation
persisted for a period (roughly 10 epochs) after the perturba-
tion was removed, decaying in a similar manner to that
shown in Purcell and Munhall (2006).

Previous vowel formant SA experiments also exhibited
inter-subject variation in the extent of adaptation, which was
found in our experiment. Unlike those aforementioned ex-
periments, we also measured auditory acuity to formant dif-
ferences in a majority of our subjects (Experiment 2), allow-
ing us to study a possible source of this inter-subject
variation. Indeed, the results of Experiment 2 show that au-
ditory acuity and compensatory responses to perturbations of
F1 are significantly correlated: subjects with greater acuity
demonstrated greater responses. This correlation increased
when factoring out inherent speaker differences in the sepa-
ration in F1 for neighboring vowels. This finding is similar to
previous evidence of a linkage between the discrimination of
vowel and sibilant acoustics and the production of those
sounds with greater acoustic contrast (Perkell et al., 2004b;
Newman, 2003; Perkell et al., 2004a); in the current study,
“production contrast” is reflected in greater compensatory
change in the first formant frequency. The strength of the
correlation between subject acuity and amount of compensa-
tion when individual vowel spacing is factored out (r=
—0.79; p<<0.001) is noteworthy, especially considering pos-
sible confounds such as imperfect performance of the SA
signal processing algorithm and variability inherent in the
methods used for the perceptual testing.

In the simulations, the DIVA model was able to account
quantitatively for several key characteristics of the human
subject results. Similar to the human subject results, the
DIVA simulations demonstrated formant-specific compensa-
tion to acoustic perturbation, adaptation in the absence of
auditory feedback and persistence for a short period after the
perturbation was removed. Such adaptation can be attributed
to modification of feedforward commands that washes out
once the source of auditory errors has been removed.

Individual auditory acuity for vowels is reflected in the
DIVA model by auditory goal regions of varying size, which
are smaller in individuals with greater acuity. The simula-
tions also demonstrated that smaller auditory goal regions—
hypothetically determined by the subject’s acuity—were as-
sociated with greater compensatory changes in the first
formant. Moreover, the DIVA simulations provide an addi-
tional explanation for the observation that partial compensa-
tion was measured in Experiment 1: feedback control utilizes
both auditory inputs (perturbed by the SA algorithm) and
somatosensory inputs (unperturbed). That is, the presence of
somatosensory feedback in the model also acts to resist
changes in the feedforward commands, limiting the extent of
adaptation. Thus, the DIVA model provides a plausible ac-
count of the inter-subject variation and incomplete adapta-
tion found in this and other (Houde and Jordan, 2002; Purcell
and Munhall, 2006) speech SA experiments.
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Even though only tokens containing the vowel /e/ re-
ceived perturbed feedback, the adaptation of F1 generalized
to tokens containing other vowels as well, which suggests
that the subjects are not learning to modify motor commands
that are specific to just the vowel that was perturbed in the
SA feedback. Rather, subjects appear to have learned to
modify the articulations in a way so that the adapted re-
sponse can be applied globally to other vowels. Generaliza-
tion is an advantageous property for speech motor planning,
since speech production is normally a generative process,
with each utterance being unique. Generalizing adaptation
learned for one specific context to other contexts also en-
hances an individual’s ability to rapidly modify their spoken
clarity and maintain intelligibility in the face of variations in
acoustic transmission conditions.'

At the same time, the vowels exhibited different degrees
of generalization, and the vowel /i/, was the most consis-
tently unchanged (Fig. 5). It may be necessary to hear more
than a single vowel being perturbed to completely and uni-
formly update the vowel formant map; however, the lack of
generalization for /i/ may also be explained by the possibility
that, unlike other vowels, /i/ has a well-defined somatosen-
sory target (in addition to an auditory one) that is character-
ized by a “saturation effect”—pressing the sides of the
tongue blade against the lateral aspects of the hard palate
(Perkell, 1996; Fujimura and Kakita, 1979). In DIVA, this
strong somatosensory target would resist compensation to
auditory perturbations since the somatosensory feedback
would counteract the auditory-based compensation as soon
as it tried to move the production away from the somatosen-
sory target. Because the DIVA model learns a feedforward
command for each speech sound independently, it cannot in
its current form account for these generalization results,
which will be used to guide future modification of the model.

While subjects’ adaptive responses were expressed
mainly by adjustments of the formant that was perturbed
(F1), they also exhibited small changes in the second for-
mant (F2) and even the fundamental frequency (FO0), in re-
sponse to the F1 perturbation. These small changes in F2 and
FO occurred in directions that were opposite of the direction
of F1 changes, and would be compensatory responses if sub-
jects perceived vowel auditory dimensions in a normalized
space sensitive to relative values of formants and FO, such as
the perceptual space described by Miller (1989). Simulations
using the Miller space were also run (Villacorta, 2006); how-
ever, with the exception of the very small changes in F2 and
FO seen in the experimental subjects, the experimental data
were better fit by versions of the model utilizing straight
formant frequencies rather than the Miller space.

The quantitative simulation of human subject SA results
and their relation to speaker acuity by the DIVA model adds
to the list of measured speech phenomena accounted for by
the model (see also Callan er al., 2000, Guenther, 1994,
1995; Guenther et al., 1998, 2006; Nieto-Castanon et al.,
2005; Perkell et al., 2004a, b). The notion of tightly coupled
feedforward and feedback controllers responsible for the
model’s ability to account for the experimental data is also a
feature of other sensorimotor control CHI architectures
(Wolpert and Kawato, 1998), although it is not clear if the
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details of these architectures (which differ somewhat from
the DIVA model) would allow quantitative fits of the current
data. Specifically, we have attributed the finding that subjects
exhibited a lower adaptive response in their —feedback vow-
els when compared to their +feedback vowels (also seen by
Houde and Jordan, 2002) to the countervailing influence of
unperturbed somatosensory feedback, which would be more
dominant in the absence of auditory feedback. These hypoth-
eses would be put to a more stringent test in an experiment
that incorporated both auditory perturbations (Tourville et
al., 2004; Purcell and Munhall, 2006)—as in this study—and
somatosensory perturbations (see Honda and Murano, 2003;
Tourville et al., 2004)—in the same experimental run.
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APPENDIX I. USE OF LPC COEFFICIENTS TO
DETERMINE AND SHIFT F1

The following describes the signal processing that was
utilized to introduce F1 shifts in nearly real time, as illus-
trated in Fig. 12. The DSP board receives an analog speech
signal from the microphone and converts it to a digital sig-
nal, which is sent to the receiving (Rx) buffer. One of the
algorithm’s first functions is to calculate the sum of all val-
ues within the Rx buffer to determine its amplitude, and then
determine if this value is above or below a threshold value
(with signals above threshold indicating vowel production).
The threshold value is set so that values below it are not sent
through the formant shifting algorithm, while values above
it—those within a vowel—are.

If the Rx buffer contains values from within a vowel, the
signal is then pre-emphasized to improve LPC formant
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analysis, and coupled with the previous buffer to improve
frequency resolution. A Hamming window is then applied to
this double-buffered frame, followed by autocorrelation LPC
analysis. The output of this operation is an 8th order polyno-
mial (see Eq. (A1)), which can characterize up to four poles
of the spectrum resulting from the analyzed speech buffer

8
AR =1+ a7 (A1)
i=1

Equation (A1) can alternatively be written with the complex
roots of A(z) stated explicitly, as in Eq. (A2). Written in this
way, the formants of the analysis buffer are directly related to
the angle 6 of the complex roots. Thus, to pick out individual
formants from the LPC polynomial, it is necessary to deter-
mine its complex roots, utilizing an iterative rootfinding al-
gorithm based on the Hessenberg QR method (Press er al.,
2002)

4
AR =TT 0=zl -z,
i=1

where

c;=r;cos 6;+ jr; sin 6,

c; =r;cos 0;— jr;sin 6. (A2)

The roots are then sorted based on angle of the complex
roots, and F1 is determined from the sorted array of roots as
the lowest non-negative, nonzero root. The root related to the
shifted F1 is calculated by rotating the angle of the complex
root representing the original F1. A simple recursion formula
is used to convert the roots of the original and shifted F1
values to polynomial coefficients. Using the new coeffi-
cients, the perturbation algorithm regenerates the speech sig-
nal with the shifted F1 value by implementing a direct-form
II transposed filter (Oppenheim and Schafer, 1999) to filter
data within the Rx current buffer; the original F1 is zeroed
out while the perturbed F1 value is introduced simulta-
neously. The time-domain difference equation corresponding
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to this filtering is described in Eq. (A3), with r and 6 repre-
senting the magnitude and angle resulting from the complex
root corresponding to the first formant

yln]=x[n] - (2rcos O)x[n— 1]+ r’x[n - 2]

+(2rcos @)y[n—-1]-r*y[n-2]. (A3)

Regardless of whether the current buffer is shifted or
not, the resulting speech is moved into the transfer (7Tx)
buffer, which is then converted back to an analog signal and
sent to the output of the DSP board. The delay from the
algorithm is 128 samples with sampling rate of 8000 Hz.
Including a 2 ms delay resulting from anti-aliasing filtering
from the analog-to-digital conversion, the overall delay in
the board is 18 ms.

Aside from the threshold criterion, another criterion for
shifting F1 is that the detected value had to fall within the
following ranges of frequencies:

250 Hz < F1 < 950 Hz (male subjects)

(A4)
400 Hz < F1 <950 Hz (female subjects).

F1 values below the lower limit of the window tended to
be near the value of the fundamental frequency, while F1
values above the window’s upper limit tended to be very
close to the value of the second formant. That is, a formant
value detected outside the window is likely to not be the
actual F1, indicating that it should be excluded. Valid F1
values could occur outside of this range, which was a basis
for rejecting the data from a preliminary subject (Villacorta,
2006).

As mentioned above, the experimental setup allowed for
simultaneous recording of the input to the DSP board (no
perturbation) and output of the board (with perturbation) for
off-line analysis. As a validation of the effectiveness of the
perturbation procedure, unperturbed and perturbed vowel
formants from the same recording compared for preliminary
subjects who did not hear feedback. These results showed
that most of the shifted values were within 2.5% of the ex-
pected shift regardless of direction.

APPENDIX Il. IMPLEMENTATION OF SUBJECT
AUDITORY ACUITY IN THE DIVA MODEL

Previous versions of the DIVA model implemented a
conceptualization of auditory goal regions in which auditory
feedback error resulted only if the actual feedback fell out-
side the auditory goal region, while no feedback error re-
sulted if the actual feedback fell within the auditory goal
region (Guenther et al., 2006; Guenther, 1995; Guenther et
al., 1998). Here, the discontinuity in the feedback error sig-
nal was removed by representing the actual feedback and the
goal region as Gaussian distributions. The magnitude of the
feedback error signal was proportional to the rectified differ-
ence between these distributions (ensuring that the feedback
error signal is smaller when the actual feedback is closer to
the goal), while the direction of the feedback error signal was
determined by the position of the actual feedback relative to
the center of the goal region (ensuring that the feedback sig-
nal compensates for the perturbation).

2318 J. Acoust. Soc. Am., Vol. 122, No. 4, October 2007

Speech motor planning systems of subjects of differing
auditory acuity were simulated by changing the variance of
the Gaussian distributions, with subjects having greater acu-
ity possessing smaller variance values (and thus narrower
goal regions). To do this, the regression line between the
discrimination indices and the adaptive response indices
shown in Fig. 8 was used to determine the subject’s auditory
region boundary size from the subject’s measured ARI score.
While only 13 subjects had measured discrimination index
scores, all 20 subjects were simulated in the DIVA model
utilizing their ARI scores and the linear relation. Had the
simulation results been limited to the 13 subjects whose acu-
ity was measured, the results would have been essentially the
same, although the estimate of the true distribution of the
model’s productions would not have been as good.

“DIVA” is an acronym for Directions into Velocities of Articulators; the
model is so named because of its reliance on mappings that transform
sensory errors into corrective motor commands.

The use of insert headphones could have enhanced bone conduction of
low-frequency energy, including the frequency region of F1 of the unper-
turbed speech signal (see Porschmann, 2000), making it possible that the
subject heard a mixture of perturbed and unperturbed signals. As mentioned
previously, the likelihood of the occurrence of such a confound was mini-
mized by determining informally that the ratio of the level presented by the
headphones to that of the subject’s sound output, approximately 18 dB, was
sufficient to mask produced vowel quality.

3Presentation and discussion of results from individual subjects are beyond
the scope of the current report; for such details, see Villacorta (2006).

4Figure 3 shows a gradual increase in F1 values during the base line phase
in both shift-up and shift-down subjects; this increase was especially no-
table in the first five epochs of the base line phase. To exclude low F1
values observed in the early part of the base line phase, the normalization
shown in Eq. (1) used epochs 6-15 (an adjusted base line phase). This
gradual F1 increase is discussed further in Villacorta (2006).

The vowel /o/ in “pote” was also on the word list; as a diphthong, this
vowel had large variations in formant values vs. time and was not included
in the analysis.

®Subjects in Jones and Munhall (2000) produced an upward FO shift in
response to FO shifts in their acoustic feedback, regardless of whether they
were exposed to shift-up, shift-down or control protocols. Subjects exposed
to the shift-down protocol increased FO to a greater degree than the con-
trols, while those exposed to the shift-up protocol increased in FO to a
lesser degree than the controls. When the overall increase in FO was fac-
tored out, the subjects produced a shift in FO that was opposite to the FO
perturbation in their auditory feedback.

7Initially, auditory acuity, in the form of jnds, were determined for each
subject at three milestones: lower (at 0.85 pert), center (at 1.0 pert), and
upper (at 1.15 pert). Only the results of the center milestone jnd determi-
nation are discussed here, as no significant findings resulted from cross-
subject correlations involving the jnd from the two other milestones. A
goodness-rating task, in which subjects were instructed to rate 41 tokens
ranging from 0.7 to 1.3 pert for how well they sounded like the vowel /&/,
was also run as part of the perceptual experiment. Results from the
goodness-rating task and the noncenter milestone jnd measurements are
discussed in depth in Villacorta (2006).

The stimulus pairs initially were separated from each other by 0.30 pert.
The first four changes in separation were 0.04 pert, then subsequently by
changes in separation of 0.02 pert. Once the tokens were within 0.10 pert
from each other, the separation was only changed by 0.01 pert. After eight
reversals (changes in direction of the staircase), the protocol terminated,
and the jnd, was calculated as the median value of the last four reversals
on the staircase. Two of the subjects had jnd, that were higher than the
initial value set at the beginning of the staircase protocol; that is, the stair-
case “climbed” rather than “descended.” We assumed that this was due to
an initial misunderstanding of the protocol instructions, and re-ran the en-
tire acuity experiment, including regeneration of the stimulus vowel
continuum.

“Two subjects had adaptive response indices that were negative, indicating
that they changed their productions in the same direction as the perturbation
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rather than in the opposite direction. This result has been found in other
auditory perturbation experiments (e.g., Burnett er al., 1998). A speaker
with poor acuity, who does not detect a change at all, is equally likely to
have a small positive or small negative ARI. Those with good acuity have
a large compensation component so their ARI is never negative. For this
reason the negative adaptive responses were included in the correlation
analyses rather than being removed as outliers.

There is another possible explanation for generalization: vowels are
learned and perhaps controlled as part of a paradigm or system. If the
feature values of one vowel are modified, the system is changed in a way
that could lead to changes in other vowels (Harlan Lane, personal
communication).
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