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ABSTRACT 
 

Speech production relies on both feedforward and feedback control mechanisms. 

The DIVA model provides a quantitatively explicit description of the interaction between 

these controllers during speech production. According to the model, speech is initiated 

with the generation of feedforward motor commands. If these commands do not result in 

the intended speech sound and unexpected auditory feedback is detected, an auditory 

“error signal” is generated which is corrected by the feedback controller. The aim of this 

dissertation is to enhance our understanding of these processes using functional magnetic 

resonance imaging (fMRI).  

 The first part of this dissertation describes efforts to enhance and constrain the 

interpretation of fMRI experiments designed to test predictions of the DIVA model. A 

mapping of the model’s components to specific brain regions follows a detailed review of 

the brain regions involved in speech production. This mapping permits anatomically 

specific a priori hypotheses regarding task-related modulation of brain activation. This 

work also informed the development of a whole-brain parcellation system tailored for 
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imaging studies of speech processing that, when used in conjunction with region-of-

interest-based functional analysis methods, offers greater statistical power than traditional 

voxel-based methods.  

An fMRI study investigating the neural mechanisms underlying auditory feedback 

control of speech is described in the second part of the dissertation. Subjects spoke 

monosyllabic words under normal and perturbed auditory feedback conditions. Acoustic 

measurements demonstrated compensation for the perturbation within approximately 136 

ms of onset. Neural responses during perturbed feedback were greater in posterior 

superior temporal cortex bilaterally, consistent with the DIVA model’s hypothesis that 

neurons coding mismatches between expected and actual auditory signals lie in these 

regions. Increased frontal activation, however, was restricted to the right hemisphere. 

Laterality tests indicated that (i) under normal feedback conditions, articulator control is 

predominantly left-lateralized and (ii) feedback-based articulator control relies on greater 

involvement of right hemisphere ventral frontal regions, especially premotor and inferior 

frontal cortex. Structural equation modeling revealed increased influence of bilateral 

auditory cortical areas on right frontal areas during shifted speech. These results led to 

the addition of a right-lateralized premotor feedback control map to the DIVA model.
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CHAPTER 1 

INTRODUCTION 

Speech production is marked by rapid, coordinated movements of multiple articulators. 

This is an impressive feat of motor control given the large number of muscles involved. 

Movement of the lips alone involves the coordination of at least thirteen different sets of 

muscles; tongue movements involve eight more (Zemlin, 1998). Muscles contributing to 

mandibular, velar, pharyngeal, and laryngeal control add many more to the total number 

of muscles involved in producing even the simplest monosyllable. Yet, fluent speakers 

meet these demands with relative ease, producing as many as 4-7 syllables per second 

(Tsao and Weismer, 1997). By two years of age, children learning American English 

have typically mastered the fine articulatory distinctions that differentiate the consonants 

/b/ and /d/, the fine timing control that differentiate /b/ and /p/. By grade school they’ve 

mastered nearly the full inventory of phonemes, which they can combine in any syllable 

structure to produce long, complex, intelligible utterances (McLeod and Bleile, 2003). 

The brain of a developing speaker quickly learns to orchestrate the interplay among the 

many muscles associated with speech production.  

 A vital role in achieving verbal fluency is played by auditory feedback. While 

many motor acts are aimed at achieving goals in three-dimensional space (e.g., reaching, 

grasping, throwing, walking, and handwriting), the primary goal of speech is a time-

varying acoustic signal that transmits a linguistic message via the listener’s auditory 

system. For spatial tasks, visual feedback of task performance plays an important role in 
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monitoring performance and improving skill level (Redding and Wallace, 2006; Huang 

and Shadmehr, 2007). Analogously, auditory information plays an important role in 

monitoring vocal output and achieving verbal fluency (Lane and Tranel, 1971, Cowie and 

Douglas-Cowie, 1983). Auditory feedback is crucial for on-line correction of speech 

production (Lane and Tranel, 1971, Xu et al., 2004, Purcell and Munhall, 2006b) and for 

the development and maintenance of stored motor plans (Cowie and Douglas-Cowie, 

1983, Purcell and Munhall, 2006a, Villacorta et al., 2007).  

 The principal aim of the research described in this dissertation was to improve our 

understanding of the neural mechanisms underlying these processes. A functional 

magnetic resonance imaging (fMRI) experiment was designed to characterize the 

network of regions involved in auditory feedback control of speech production. The 

experiment tested a priori hypotheses derived from the DIVA (Directions Into Velocities 

of Articulators) model of speech acquisition and production (Guenther, 1995, Guenther et 

al., 1998, Guenther et al., 2006). To take advantage of the theoretical and computational 

framework provided by the DIVA model, the model’s components were assigned to 

likely neuroanatomical substrates. This work permitted the generation of anatomically 

explicit simulated hemodynamic responses based on the model’s cell activities, providing 

a powerful means for constraining the design and interpretation of functional imaging 

studies of speech. The investigation of the neural mechanisms underlying auditory 

feedback control of speech were further aided by combining functional imaging 

techniques optimized for studying speech production with neural and structural equation 

modeling.  
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1.1 Combining neural modeling and functional neuroimaging 

Blood oxygenation level-dependent (BOLD) functional magnetic resonance imaging 

(fMRI; Belliveau et al., 1992, Kwong et al., 1992, Ogawa et al., 1993) has provided a 

powerful tool for the non-invasive study of human brain function. The development of 

BOLD fMRI has proven particularly beneficial to the study of speech given its uniquely 

human nature. The past decade and a half of imaging research has provided a tremendous 

amount of functional data regarding the brain regions involved in both speech perception 

and production (a recent PubMed search for “speech” and “fMRI” returned nearly 2000 

entries since 1992). Over that time, some consensus regarding the brain regions involved 

in speech production has been built (e.g. Turkeltaub et al., 2002, Indefrey and Levelt, 

2004). A clear picture of the specific functional contributions of each region or how those 

regions interact remains elusive, however.  

 Because DIVA is a neurobiologically plausible computational model, activity of 

the model’s various components can be compared to brain activations in a 

straightforward manner. Thus, hypotheses derived from the model are well-suited for 

testing with neuroimaging methodologies. By associating the model’s components with 

specific neuroanatomical substrates and simulating various speaking conditions, it is 

possible to generate “simulated neural responses” for those conditions that can then be 

directly compared to functional imaging data. A neuroanatomically explicit DIVA model, 

therefore, provides a means for designing and interpreting functional imaging studies 

from a unified theoretical framework, a powerful means of studying speech neural 
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processes. The assignment of the model’s components to likely neural substrates is 

described in Chapter 2, The functional neuroanatomy of speech production. The chapter 

begins with a review of the brain regions involved in speech production and an overview 

of the DIVA model. This is followed by a detailed description of the model’s components 

and the neural substrates hypothesized to support each. The chapter concludes with the 

description of a method for generating simulated fMRI data from model simulation 

results and an example of its application to a study of the brain regions involved in 

consonant-vowel (CV) syllable production. 

 The review of brain regions involved in speech production provided in Chapter 2 

also served as a basis for the development of a parcellation system that defines 

anatomical regions of interest (ROIs) that cover the entire brain. The parcellation system 

is described in Chapter 3, A parcellation system for functional imaging studies of speech. 

A set of cortical, subcortical, and cerebellar regions of interest (ROIs) are described that 

reflect important anatomical distinctions for the study of speech. The characterization of 

functional responses within anatomically-defined ROIs (e.g., Nieto-Castanon et al., 2003) 

provides a more statistically sensitive means of assessing neural responses in functional 

imaging studies of speech. Together, the efforts described in Chapters 2 and 3 allow 

researchers to i) make explicit, testable predictions regarding the location of BOLD 

responses to experimental manipulation, greatly constraining the interpretation of 

functional imaging results, and ii) supplement traditional voxel-based functional analyses 

with more statistically powerful ROI-based techniques. 
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1.2 The influence of auditory feedback on speech production 

The control of movement is often characterized as involving one or both of two broad 

classes of control. Under feedback control, task performance is monitored during 

execution, and deviations from the desired performance are corrected according to 

sensory information. Under feedforward control, task performance is executed from 

previously learned commands, without reliance on incoming task-related sensory 

information. Speech production involves both feedforward and feedback control, and 

auditory feedback has been shown to impact both control processes (Houde and Jordan, 

1998, Jones and Munhall, 2005, Bauer et al., 2006, Purcell and Munhall, 2006a). 

Early evidence of the influence of auditory feedback on speech came from studies 

showing that speakers modify the intensity of their speech in noisy environments 

(Lombard, 1911). Artificial disruption of normal auditory feedback in the form of 

temporally delayed feedback induces disfluent speech (Yates, 1963, Stuart et al., 2002). 

Recent studies have used transient, unexpected auditory feedback perturbations to 

demonstrate auditory feedback control of speech. Despite being unable to anticipate the 

perturbation, speakers respond to pitch (Larson et al., 2000, Donath et al., 2002, Jones 

and Munhall, 2002, Natke et al., 2003, Xu et al., 2004) and formant shifts (Purcell and 

Munhall, 2006b) by altering their vocal output in the direction opposite the shift. These 

compensatory responses act to steer vocal output closer to the intended auditory target. 

The ease with which fluent speakers are able to coordinate the rapid movements 

of multiple articulators suggests that speech is also guided by a feedforward controller 



6 

 

(Neilson and Neilson, 1987). Our ability to speak effectively when noise completely 

masks auditory feedback (Lane and Tranel, 1971, Pittman and Wiley, 2001) and the long-

term maintenance of intelligibility of post-lingually deafened individuals (Cowie and 

Douglas-Cowie, 1983, Lane and Webster, 1991) provide further evidence of feedforward 

control mechanisms. The existence of stored feedforward motor commands that are tuned 

over time by auditory feedback is confirmed by studies of sensorimotor adaptation 

(Houde and Jordan, 2002, Jones and Munhall, 2002, 2005, Purcell and Munhall, 2006a, 

Villacorta et al., 2007). Speakers presented with auditory feedback containing a persistent 

shift of the formant frequencies (which constitute important cues for speech perception) 

of their own speech, will adapt to the perturbation by changing the formants of their 

speech in the direction opposite to the shift. Following adaptation, utterances made 

immediately after removal or masking of the perturbation also typically contain formants 

that differ from baseline formants in the direction opposite to the induced perturbation 

(e.g., Purcell and Munhall, 2006a). These temporarily maintained compensations that 

follow adaptation are indicative of a transient reorganization of the sensory-motor neural 

mappings that underlie feedforward control in speech (e.g., Purcell and Munhall, 2006a). 

The same studies also illustrate that the feedforward speech controller continuously 

monitors auditory feedback and is modified when that feedback does not meet 

expectations.  

The DIVA model provides a mechanistic account of these sensorimotor 

adaptation results. The model predicts that auditory or somatosensory errors will be 

corrected via its feedback-based control mechanism, and that these corrections will 
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eventually become coded into the feedforward controller if the errors are consistently 

encountered. In Chapter 4, An investigation of the neural substrates of auditory feedback 

control of speech, an fMRI experiment is described in which these predictions are 

explored. The study was designed to reveal the network of brain regions involved in 

auditory feedback control of speech and the interactions within that network.  
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CHAPTER 2 

THE FUNCTIONAL NEUROANATOMY OF SPEECH PRODUCTION 

2.1 Overview of the brain regions involved in speech production 

With the proliferation of imaging studies of speech production, a consensus is building 

regarding the brain areas underlying speech motor control. Bohland and Guenther (2006) 

have described a “minimal network” of brain regions involved in speech production. The 

network was based on the conjunction of BOLD activity while speakers read aloud 

syllable sequences of varying complexity compared to a baseline letter viewing task (e.g., 

‘ta-ta-ta’, ‘ka-ru-ti’, ‘stri-stri-stri’, ‘kla-stri-splu’). Their analysis demonstrated the 

recruitment of a large bilateral network of cortical and subcortical regions that included 

portions of the medial and lateral frontal lobe, parietal lobe, temporal lobe, the thalamus, 

basal ganglia, and the cerebellum during speech production. It is perhaps unsurprising 

that the active regions commonly associated with speech production include those known 

to contribute to the planning and execution of movements (primary sensorimotor and 

premotor cortex, the supplementary motor area, the cerebellum, thalamus, and basal 

ganglia) and those associated with acoustic and phonological processing of speech 

sounds (the superior temporal gyrus).  

 The “minimal speech network” identified by Bohland & Guenther (2006), and 

described by several others (e.g., Fiez and Petersen, 1998, Riecker et al., 2000b, 

Turkeltaub et al., 2002, Ghosh et al., 2003, Indefrey and Levelt, 2004, Soros et al., 2006) 
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is illustrated in the brain images shown in Figures 2-1 through 2-4. Here and throughout 

this report, the term “activation” is used to describe a significant finding for some 

comparison of BOLD response across cognitive tasks. The comparison of BOLD 

responses typically takes the form of a simple subtraction of the estimated response 

associated with one test condition (e.g., a baseline condition such as lying quietly) in a 

particular brain region from the effect size associated with another test condition (e.g., 

speech production) in the same region. Such a comparison is referred to as a cognitive 

contrast. An active brain region, therefore, is one that demonstrates a BOLD response 

that is significantly greater than zero for a given cognitive contrast. The BOLD responses 

are typically compared on a voxel-by-voxel basis, in which case the term “region” refers 

to the location of an active voxel or cluster of voxels1. Identifying the location of active 

regions is made easy by co-registering a parametric map of the contrast statistics (e.g., a 

volume of t statistics) and an anatomical volume such that those voxels that survive a 

significance threshold are clearly indicated by some means, typically by a color map 

indicating the magnitude of the test statistic2. A general term for this method of analyzing 

and interpreting functional imaging data is “statistical parametric mapping.” This 

                                                 

 
1 Less commonly, responses from voxels within some prescribed area of the brain are pooled and then 
compared across test conditions. In that case the term “region” is used in the more traditional sense to 
describe an area of the brain defined by generally well-accepted anatomical landmarks, e.g., the 
‘supramarginal gyrus,’ ‘motor cortex,’ ‘basal forebrain,’ etc. The advantages of the latter approach are 
discussed in Chapter 3. 
2 Plotting the supra-threshold test statistic demonstrates those voxels that are significant for a given contrast 
and the relative level of the statistical significance of the contrast effect size. Replacing the test statistic 
with the effect size for supra-threshold voxels, the method used for some plots shown in Chapter 4, 
provides a more direct illustration the magnitude of activation differences across the conditions of a 
contrast.  
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approach, which is discussed in more detail below, was used to reveal the brain areas 

involved in speech motor control (Figure 2-1). 

 The activations shown in Figure 2-1 (indicated by the red – yellow color gradient) 

and illustrated in greater anatomical detail in Figures 2-2 through 2-4 were derived from 

the pooled analysis of BOLD responses during three simple speech production tasks 

contrasted with a silent letter viewing baseline task (speech – baseline). The three speech 

tasks included in the analysis were production of monosyllable nonsense words (11 

subjects), bi-syllable nonsense words (13 subjects), and monosyllable American English 

words (10 subjects) for a total of 34 subjects. The speech – baseline contrast was first 

determined from each subject’s functional data; for every voxel the estimated response 

during the baseline condition was subtracted from the response during the speech 

production task, providing a contrast volume for each subject. Each voxel in the contrast 

volume represents the effect size associated with the speech – baseline contrast at that 

location in the functional data. The statistical significance of these differences was 

determined by performing a two-tailed t-test at each voxel (>106 tests) on the pooled 

contrast volumes (n = 34 in each test), i.e., the contrast volume for each subject was 

treated as a random effect. Because the subject data were pooled across several studies, 

the contrast effects for each subject were mean-normalized prior to statistical tests. The 

probabilities associated with the resulting volume of t-statistics were corrected to ensure a 

false discovery rate (FDR) below 5%. This thresholded statistical parametric map was co-

registered with the canonical brain distributed with the SPM2 imaging  analysis  software  



11 

 

 
Figure 2-1. Brain regions involved in speech production. 
Thresholded statistical parametric maps (FDR < 5%, t > 3.48) were created by contrasting simple speech 
production tasks with a silent baseline then superimposed on a representative brain to reveal the brain 
regions involved in speech production. The statistical map was derived from a voxel-wise mixed effects 
analysis of three speech production tasks vs. silence. Contrasts were calculated first for each individual 
subject. t-statistics for each voxel were then determined for each voxel by treating each subject contrast as 
a random effect. Those areas shown in color exhibited significantly greater BOLD responses during the 
speech task. Far left: A series of coronal slices through the central region of the brain reveals activation in 
the thalamus and basal ganglia. Numbers to the left of the images denote the anterior-posterior level (y 
coordinate) of the image in Montreal Neurological Institute (MNI; Mazziotta et al., 2001) stereotactic 
space (higher y values are more anterior). Figure 2-3 provides a more anatomically detailed illustration of 
the activity in these regions. Center: Activity is superimposed on renderings of the (a) left hemisphere 
lateral, (b) right lateral, (c) left medial, (d) right medial, (e) ventral, and (f) dorsal surfaces of the brain. 
The cortical regions associated with speech production include lateral sensorimotor cortex, medial and 
ventrolateral prefrontal cortex, peri-Sylvian cortex, and superior temporal cortex. A more detailed 
illustration of the location of these regions on the cerebral surface is provided in Figure 2-2. Far right: A 
series of coronal slices through the cerebellum reveals widespread bilateral activation in superior 
cerebellar cortex and a small cluster of activation in right inferior cerebellar cortex. Figure 2-3 provides a 
more anatomically detailed illustration of the activity in these regions. 
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package provided by the Wellcome Department of Imaging Neuroscience, University 

College London (Friston et al., 1995b; http://www.fil.ion.ucl.ac.uk/spm/). The co-

registered supra-threshold speech – baseline statistical data is shown in Figure 2-1 

superimposed on the SPM2 canonical brain. 

 Figure 2-1 demonstrates the cortical, subcortical, and cerebellar regions that 

comprise the “minimal speech network” as described by Bohland & Guenther (2006). 

These regions and their ostensible functional contributions to speech production are 

discussed briefly below. A more detailed treatment of the putative role each plays in 

speech motor control is provided in Section 2.3 The neuroanatomy of the DIVA model. 

The three figures that follow Figure 2-1 provide a more anatomically detailed illustration 

of the brain areas active during speech production. Those figures serve as anchors for the 

following discussion.  

Lateral surface of the cerebral cortex. On the lateral surface of activation can be found 

along the lateral pre- and postcentral gyri, or Rolandic cortex, that straddle the central 

sulcus (Figure 2-2). This area contains the sensorimotor representations for orofacial 

muscles (Lotze et al., 2000a, Boling et al., 2002, Fesl et al., 2003). The primary motor 

representation, or Brodmann’s area (BA) 4, lies anterior to the precentral sulcus; cells of 

the primary motor cortex project to the brainstem cranial nuclei that, in turn, project to 

motoneurons of the speech articulators. Electrical stimulation of these cells reliably 

disrupts speech production (Ojemann, 1991). More anteriorly on the lateral precentral 

gyrus is the premotor motor cortex (BA 6) representation of the speech articulators. BA 6 

continues anteriorly to the precentral sulcus. Posterior to the central sulcus, the primary 
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somatosensory representations of the speech articulators are located along the lateral 

postcentral gyrus (BA 3, 1, and 2). Tactile and proprioceptive information from the 

articulators is relayed to somatosensory cortex via brainstem cranial nerve nuclei. 

 Anterior to the precentral gyrus, activation spreads into the ventral, posterior-most 

regions of the inferior frontal gyrus including BA 44 (the posterior portion of Broca’s 

area in the left hemisphere), the frontal operculum, and adjacent anterior insula. Damage 

to this region in the left hemisphere has long been associated with the disruption of fluent 

speech (see, e.g., Duffy, 1995, Dronkers, 1996, Kent and Tjaden, 1997, Hillis et al., 

2004) and has been described by Indefrey and Levelt (2004) as an interface between 

phonological encoding and articulation. Strong interconnectivity between ventral inferior 

frontal cortex and anatomically adjacent premotor and motor cortices has been 

demonstrated in monkeys (Wang et al., 2002, Fang et al., 2005, Wang et al., 2005). 

Functional connections between and within the same areas has been shown in humans 

(Greenlee et al., 2004, Greenlee et al., 2007).  

The lateral surface (Figure 2-2) also shows activation along the superior temporal 

gyrus, the location of primary auditory and auditory association cortex (Rivier and 

Clarke, 1997, Scott and Johnsrude, 2003, Morosan et al., 2005). Auditory association 

cortex has been implicated in phonological processing. Activation of more anterior and 

ventral portions of the superior temporal gyrus has been correlated with increasing 

intelligibility of speech sounds while more posterior areas of the superior temporal gyrus 

are associated with phonetic processing (Scott et al., 2000, Giraud and Price, 2001).  
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Figure 2-2. Lateral cortical regions involved in speech production. 
(A). Activity on the lateral cortical surface resulting from the pooled analysis of simple speech production 
tasks is shown (cf., surface images (a) and (b) in Figure 2-1). Details of the analysis and plotting procedure 
are provided in the caption of Figure 2-1. (B). The locations of core lateral cortical regions involved in 
speech production and discussed throughout this report are illustrated on a blowup of the image shown in 
(A). Semi-transparent color overlays demark activation in Rolandic cortex (white), inferior frontal cortex 
(blue), anterior supramarginal cortex (yellow), and superior temporal cortex (green). Solid lines denote the 
major sulci of the lateral surface and are identified in the color key at the far right. The Rolandic cortex is 
divided by the central sulcus: the precentral gyrus is located anterior to the central sulcus and is bounded 
anteriorly by the precentral sulcus; the postcentral gyrus is located posterior to the central sulcus and is 
bounded posteriorly by the postcentral sulcus. The motor (BA 4) and premotor (BA 6) articulator 
representations are located on the lateral portion of the precentral gyrus and the somatosensory (BA 1, 2, 3) 
representations are located on the adjacent postcentral gyrus. The inferior frontal region, is divided by the 
anterior ascending (Ant. Asc.) and anterior horizontal (Ant. Hor.) branches of the Sylvian fissure. The area 
between the precentral sulcus and anterior ascending Sylvian corresponds to BA 44. BA 45 is located 
anterior to BA 44, between the two anterior branches of the Sylvian. Both are bounded medially by the 
inferior frontal sulcus. Simple speech production tasks result in activation in the ventral portions of BA 44 
and 45 in both hemispheres, though activation is stronger in the left (the region commonly referred to as 
Broca’s area). Posterior to the postcentral gyrus, the higher-level somatosensory representations of the 
articulators are found on the anterior supramarginal gyrus (BA 40). Primary and secondary auditory cortex 
is located on the superior temporal gyrus. The gyrus is bounded laterally by the superior temporal sulcus 
and medially by the posterior branch of the Sylvian fissure. The unlabeled activation in the left hemisphere 
is located in cerebellar cortex; activity in this region is illustrated in greater detail in Figure 2-4. 
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Although much of the activity in auditory cortical areas during speech can be 

attributed to hearing one’s own voice while speaking, it has been demonstrated with 

fMRI that even covert (silent) speech activates auditory cortical areas (Hickok et al., 

2000, Okada et al., 2003, Okada and Hickok, 2006), a finding that corroborates the MEG 

study of Numminen and Curio (1999) demonstrating modulation of auditory cortical 

activation during covert as well as overt speech. A region within the ventral bank of the 

posterior Sylvian fissure, the planum temporale (BA 42, medial portion of BA 22), is 

active during both speech perception and speech production tasks and has been proposed 

as a sensorimotor interface for speech (Hickok and Poeppel, 2007). 

The activation in the posterior peri-Sylvian area extends to the inferior parietal 

cortex including the parietal operculum and anterior supramarginal gyrus, regions 

implicated in a number of processes related to speech production including verbal 

working memory (e.g., Jonides et al., 1998, Becker et al., 1999), phonetic discrimination 

(Caplan et al., 1995) and an interface between orthographical, phonological and 

lexical/semantic decision-making (Pugh et al., 2001). Damage to this area results in a 

number of speech production and perception deficits including Wernicke’s aphasia and 

conduction aphasia (Damasio and Damasio, 1980, Goodglass, 1993). Reciprocal 

functional connections between inferior parietal cortex and inferior frontal cortex have 

been indicated in humans using electrical stimulation (Jurgens, 1984, Luppino et al., 

1993, Lehericy et al., 2004, Matsumoto et al., 2004) providing evidence for a link 

between the lateral frontal and posterior regions associated with speech production. Such 

a pathway has been established in monkeys; the superior longitudinal fasciculus 
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(subdivision III) carries reciprocal projections between the monkey homologue of BA 45 

(anterior Broca’s area in humans) and surrounding cortex of the lateral frontal lobe and 

the inferior parietal and posterior superior temporal cortex (Schmahmann and Pandya, 

2006). 

Medial prefrontal cortex. Speech production also results in activation of the medial 

surface of the frontal lobe (Figure 2-1, middle row) including the supplementary motor 

area (SMA), pre-supplementary motor area (preSMA), and cingulate motor area. Studies 

in monkeys and humans have shown the SMA to be strongly interconnected with lateral 

motor and premotor cortex and portions of the basal ganglia (Jurgens, 1984, Luppino et 

al., 1993, Lehericy et al., 2004, Matsumoto et al., 2004, Matsumoto et al., 2007). 

Microstimulation of the SMA yields vocalization, word or syllable repetitions, and/or 

speech arrest (Penfield and Welch, 1951). Bilateral damage to these areas results in 

speech production deficits including transcortical motor aphasia (Jonas, 1981, Ziegler et 

al., 1997) and akinetic mutism (Nemeth et al., 1988, Adams, 1989, Mochizuki and Saito, 

1990). The available lesion and imaging data both from studies of speech and other 

modalities have led a number of investigators to conclude that the SMA plays a critical 

role in the initiation of speech sounds during speech production (e.g., Jonas, 1987, 

Ziegler et al., 1997, Alario et al., 2006, Bohland and Guenther, 2006).  

The thalamus and basal ganglia. The series of coronal slices shown in Figure 2-3 

demonstrates activation during speech production in the basal ganglia (which include the 

putamen, globus pallidus, caudate, substantia nigra, and subthalamic nucleus) and the 

thalamus. These regions are heavily interconnected with the frontal cortex via multiple 
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cortico-basal ganglia-thalamo-cortical loops (Alexander et al., 1986, Alexander and 

Crutcher, 1990, Middleton and Strick, 2000). The architecture of the basal ganglia make 

them suitable for selectively enabling one output from a set of competing alternatives 

(Mink and Thach, 1993, Mink, 1996, Kropotov and Etlinger, 1999), a property evident in 

several computational models of basal ganglia function (e.g., Redgrave et al., 1999, 

Brown et al., 2004, Prescott et al., 2006). Damage to the basal ganglia results in disorders 

(e.g., Parkinson’s disease, Tourette’s syndrome) characterized by disruption of voluntary 

movement control (Albin et al., 1995). Basal ganglia lesions have been associated with 

several disturbances in speech including various forms of aphasia (Crosson, 1992) and 

articulatory sequencing/syllable switching deficits (Pickett et al., 1998).  

 Electrical stimulation studies have also suggested the involvement of the thalamus 

in the motor control of speech. A series of studies conduction by Ojemann and colleagues 

have assessed the effect of thalamic stimulation while subjects named pictured objects 

using the phrase “this is a __” (for a review, see Crosson, 1992, Johnson and Ojemann, 

2000). Stimulation of the ventrolateral thalamus was found to disrupt respiratory patterns 

and resulted in slowed, slurred speech. Perservarative and omissions errors were noted 

during stimulation of the ventrolateral thalamus and the putamen as were naming errors 

(Johnson and Ojemann, 2000). These disruptive effects were observed more often, if not 

exclusively, with stimulation within the dominant hemisphere for language (e.g., the left 

hemisphere in right-handed persons). Stimulation of the ventral anterior nuclei, on the 

other hand, can elicit speech that subjects are unable to inhibit (Schaltenbrand, 1965, 

1975). The observed compulsory speech included recitations of whole words and phrases  
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and again, was evoked more often from thalamic stimulation in the dominant hemisphere. 

Schaltenbrand (1965) noted that such elicitation did not result from cortical stimulation, a 

claim that was more recently reviewed and supported by Crosson (1992). However, an 

additional subcortical region, the head of the dominant caudate nucleus, has been shown 

 
Figure 2-3. Subcortical regions involved in speech production. 
Coronal slices revealing the thalamus, basal ganglia, and mesencephalon are shown. Numbers indicate the 
MNI y coordinate associated with the adjacent coronal image (a higher y coordinate indicates a more 
anterior slice). In each image, the left hemisphere is shown on the left, the right hemisphere on the right as 
indicated by the labels Left and Right found in the top image of each column. Left: Subcortical activation 
following the same threshold used in Figure 2-1. Middle: The location of peak subcortical responses is 
made more easily visible by implementing a more restrictive significance threshold. Right: Subcortical 
regions are outlined and color-coded according to the key at the far right. The dotted white lines within the 
thalamus approximate the boundary between the medial and lateral thalamic nuclei. 
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to evoke word production (Van Buren, 1963). Crosson (1992) notes similarities between 

the results of stimulation in the caudate nucleus and the anterior thalamic nuclei, both 

components of a higher-level cortico-basal ganglia-thalamo-cortical loop with the 

prefrontal cortex. The findings suggest that these areas serve similar functions, and may 

be involved in the release of a speech / language plan (cf. Schaltenbrand, 1975). 

 Although current neuroimaging studies have thus far paid relatively little attention 

to basal ganglia activity during speech, a few noteworthy observations have been made. 

Riecker et al. (2006) note a decrease in striatal activity with increased speaking rate, a 

pattern opposite that of the cortex and cerebellum. Bohland and Guenther (2006) note 

that overt production (compared to preparation alone) led to an increase in activity in the 

putamen bilaterally. This coincided with additional motor cortical activation and is likely 

part of the motor executive loop described above. Furthermore, additional sequence 

complexity led to increased activation in the anterior thalamus, caudate nucleus, and 

portions of prefrontal cortex, likely due to the increased planning load for these 

sequences. 

The cerebellum. Figure 2-4 shows bilateral activation along the superior portion of the 

cerebellar cortex. The activation straddles the primary cerebellar fissure, falling in 

paravermal lobules V and VI, spreads laterally to lateral lobules VI and VII and antero-

medially to vermal III and IV of the anterior lobe. Like the basal ganglia, the cerebellum 

is heavily interconnected with the cerebral cortex via the thalamus, in this case via a 

cortico-pontine-cerebello-thalamo-cortical loop. Multiple  closed-loop  circuits  involving  
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Figure 2-4. Regions of the cerebellum contributing to speech production. 
Left: Activation during simple speech production tasks are shown on renderings of the posterior (top), 
superior (middle), and inferior (bottom) surfaces of the cerebellum (refer to the text or Figure 2-1 for a 
description of the analyses). The visible cerebellar lobules are labeled and the major fissures that form the 
lobule boundaries are outlined. Middle: A series of coronal slices through the cerebellum. Slices toward the 
top of the figure are more posterior. Activation during speech production is located predominantly in the 
superior cerebellar cortex (dorsal to the horizontal fissure) bilaterally. In each image, the left hemisphere is 
shown on the left, the right hemisphere on the right as indicated by the labels Left and Right. Activation 
peaks are located in paravermal lobules V and VI but extends laterally along lobule VI to Crus I and antero-
medially to vermal IV, V, and VI. Activation in inferior cerebellar cortex is also noted within paravermal 
lobules VIIIA and VIIIB. Right: Color key for the major cerebellar fissures traced in the brain images.  
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the cerebellum and primary motor, premotor, and prefrontal (BA 46) cortex have been 

identified in non-human primates (Middleton and Strick, 1997, Schmahmann and 

Pandya, 1997, Middleton and Strick, 2001, Kelly and Strick, 2003, Voogd, 2003). 

Substantial cerebellar inputs to parietal cortex have also been identified in monkeys 

(Clower et al., 2001, Clower et al., 2005) 

 Speech deficits resulting from cerebellar stroke usually occur with damage to the 

superior cerebellar artery (Ackermann et al., 1992). This type of infarct can lead to ataxic 

dysarthria, a motor disorder that results in inaccurate articulation, prosodic excess, and 

phonatory-prosodic insufficiency (Darley et al., 1975). Lesion studies implicate both the 

anterior vermal region (Urban et al., 2003) as well as the more lateral paravermal region 

(Ackermann et al., 1992) in ataxic dysarthria. Cerebellar damage additionally results in 

increased duration of sentences, words, syllables, and phonemes (Ackermann and 

Hertrich, 1994, Kent and Tjaden, 1997) and deficits in short-term verbal rehearsal and 

planning for speech production (Silveri et al., 1998).  

 The activation locus in the inferior cerebellar cortex (in/near lobule VIII, 

particularly in the right hemisphere) of the right hemisphere has been consistently noted 

for studies of speech production. However, Bohland and Guenther (2006) reported 

increased activity in this region in response to increased complexity of syllable sequences 

and attributed it to working memory processes, a view supported by the working memory 

studies of Desmond and colleagues (Desmond et al., 1997, Chen et al., 2005).  

 The network of regions involved in speech processing described above is 

representative of the majority of reports from imaging studies that have compared overt 
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syllable production tasks to a suitable baseline (e.g., Lotze et al., 2000b, Riecker et al., 

2000b, Bohland and Guenther, 2006, Soros et al., 2006). A tremendous number of 

imaging studies have investigated neural responses during word production tasks of one 

form or another (e.g., word repetition, picture naming, sentence reading, etc.). Meta-

analyses of these findings again reveal a network of active regions very similar to that 

illustrated in Figures 2-1, 2-2, 2-3, and 2-4 (Fiez and Petersen, 1998, Turkeltaub et al., 

2002, Indefrey and Levelt, 2004). With the addition of lexical and linguistic load to the 

speech production tasks, the “core” network remains but is supplemented by additional 

regions (discussed further below). Yet, essentially the same network responds during 

production of even a single vowel (e.g., Ghosh et al., 2003, Soros et al., 2006). In the 

section that follows, the components of the DIVA model are described in detail and 

assigned to various regions of the “minimal speech network” described above.  

2.2 Overview of the DIVA model 

The DIVA model is an adaptive neural network (Guenther et al., 1998, Guenther et al., 

2006) that provides a quantitatively explicit description of the sensorimotor interactions 

involved in vocal articulator control. The model, schematized in Figure 2-5, consists of 

integrated feedforward and feedback control subsystems that learn to control a simulated 

vocal tract (a modified version of the synthesizer described by Maeda, 1990). Once 

trained, the model takes a speech sound as input, and generates a time varying sequence 

of articulator positions that command movements of the simulated vocal tract that 

produce the desired sound.  
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 Each block in Figure 2-5 corresponds to a set of neurons that constitute a neural 

representation. When describing the model, the term map is used to refer to such a set of 

cells. The term mapping is used to refer to a transformation from one neural 

representation to another. These transformations are represented by arrows in Figure 2-5 

and are assumed to be carried out by filtering cell activations in one map through 

synapses projecting to another map. The synaptic weights are tuned during a babbling 

phase meant to coarsely represent that typically experienced by a normally developing 

infant (e.g., Oller and Eilers, 1988). Random movements of the speech articulators 

provide tactile, proprioceptive, and auditory feedback signals that are used to learn the 

mappings between the different neural representations. After babbling3, the model can 

quickly learn to produce new sounds from audio samples provided to it and is able to 

produce arbitrary combinations of the sounds it has learned.  

                                                 

 
3 Though the modeled babbling stage is meant to functionally mimic that experienced during early 
childhood development, the time scales associated with the model and natural processes differ. The various 
stages of infant babbling, which begin approximately 2 months after birth, persist through much of the first 
year of life (Oller, 1980, Stark, 1980). The DIVA model babbling stage is complete after several iterative 
cycles through the model production steps. The DIVA model also does not have deal with changes in the 
shape of vocal tract, unlike a growing infant, however, Callan et al. (2000) showed that the model is 
capable of keeping up with such growth. 
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 Production of a phoneme or syllable begins in the model with the activation of a 

Speech Sound Map cell (see Figure 2-5) corresponding to the sound to be produced. 

Projections from the Speech Sound Map to the model’s Articulator Velocity Map form a 

feedforward motor command that drives the simulated vocal tract. Additional projections 

from Speech Sound Map cells to Auditory and Somatosensory Target Maps encode the 

sensory expectations associated with the speech sound to be produced. Projections from 

the Speech Sound Map to the Auditory Target Map can be tuned while listening to 

phonemes and syllables from the native language or by listening to correct self-

productions. After learning, these synapses encode a spatiotemporal target region for the 

sound in auditory coordinates. Likewise, projections from the Speech Sound Map to the 

 
Figure 2-5. The DIVA model of speech acquisition and production. 
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Somatosensory Target Map encode the expected somatic sensations corresponding to the 

active Speech Sound Map cell. This spatiotemporal somatosensory target region is 

estimated by monitoring the somatosensory consequences associated with production of a 

speech sound over many successful production attempts. During production of a sound, 

the sensory target regions are compared to the current sensory states; any discrepancy 

between the target and the current state, or sensory error, will result in the generation of a 

corrective motor command via projections from the sensory error maps to the articulator 

velocity map. These projections, which form the feedback motor command, are tuned 

during babbling by monitoring the relationship between sensory signals and the motor 

commands that generated them.  

 Feedforward and feedback motor commands are combined in the model’s Motor 

Position Map; the combined motor command then drives the simulated vocal tract, 

resulting in production of the desired speech sound. The passing of motor commands to 

the vocal tract is gated by an Initiation Map that initiates production of each sound at the 

proper instant. The relative weight of feedforward and feedback commands in the overall 

motor command is dependent upon the size of the error signal associated with the 

activation of the Speech Sound Map cell. Initially, feedforward projections are poorly 

tuned, resulting in large error signals and greater reliance on the feedback command. The 

feedforward command is learned over time by averaging the overall motor commands 

from previous attempts to produce the sound. Eventually, the feedforward projections are 

able to drive production of the desired speech sound with minimal sensory error during 

normal speaking conditions and, thus, little reliance on feedback motor commands. 
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 The DIVA model provides a unified explanation of a number of speech 

production phenomena including motor equivalence, contextual variability, anticipatory 

and carryover coarticulation, velocity/distance relationships, speaking rate effects, and 

speaking skill acquisition and retention throughout development (e.g., Guenther, 1994, 

Guenther, 1995, Guenther et al., 1998, Callan et al., 2000, Nieto-Castanon et al., 2005, 

Guenther et al., 2006). Because it can account for such a wide array of data, the DIVA 

model has provided the theoretical framework for a number of investigations of normal 

and disordered speech production. Predictions from the model have guided studies of the 

role of auditory feedback in normally hearing persons, deaf persons, and persons who 

have recently regained some hearing through the use of cochlear implants (Perkell et al., 

2000, Perkell et al., 2004a, Perkell et al., 2004b, Lane et al., 2007, Perkell et al., 2007). 

The model has also been employed in investigations of the etiology of stuttering (Max et 

al., 2004) and apraxia of speech (Robin et al., 2008, Terband et al., 2008). 

 The following section describes work undertaken to extend the unified framework 

provided by the DIVA model to studies of the neural mechanism underlying speech 

processes. The model’s components were assigned to likely neuroanatomical regions, 

thereby providing a means of generating “simulated neural responses” that can be used to 

guide the design and interpretation of functional imaging experiments. The discussion of 

this work is accompanied by a more detailed description of the DIVA model’s 

components and the findings that guided their assignments to neural substrates.   
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2.3 The neuroanatomy of the DIVA model 

This section describes the components of the DIVA model in detail and their 

hypothesized neuroanatomical locations. Model components were mapped to locations in 

the Montreal Neurological Institute (MNI; Mazziotta et al., 2001) standard reference 

frame based on relevant neuroanatomical and neurophysiological studies. While the 

majority of the studies described herein specifically addressed speech processes, 

investigations of other modalities (e.g., non-orofacial motor control) also proved 

informative. The MNI coordinates for each of the model’s components are given in Table 

2-1. The proposed locations were chosen to coincide with landmarks mapped to the 

representative canonical brain provided with the SPM image analysis software package 

(Friston et al., 1995b; http://www.fil.ion.ucl.ac.uk/spm/). Plotting functional activation on 

the SPM canonical brain is a popular means for disseminating of neuroimaging data. 

Mapping the model’s components onto this brain (see Figure 2-6), then, provides a 

convenient way to compare simulated neural responses to the results of neuroimaging 

experiments. Unless otherwise noted, each cell type is represented in both hemispheres. 

There are currently no functional differences between the left and right hemisphere 

versions of a particular cell type in the model. However, future versions of the model will 

incorporate hemispheric differences in cortical processing as indicated by experimental 

findings (e.g., Zatorre et al., 1992, Tallal et al., 1993, Zatorre et al., 2002, Poeppel, 2003). 

Based on the hypothesized neural substrates for the DIVA model components, the 

schematic shown in Figure 2-5 has been updated and is shown below in Figure 2-7. 



28 

 

Left Hemisphere Right Hemisphere Model Components 
x y z x y z 

Speech Sound Map  
    Left vPMC/pIFg -56 10 2  
Initiation Map  
    SMA 0 0 68 2 4 62
    Caudate -12 -2 14 14 -2 14
    Putamen -26 -2 4 30 -14 4
    Globus Pallidus -24 -2 -4 24 2 -2
    Thalamus (VL) -10 -14 8 10 -14 8
Articulator Velocity and Position Maps  
    Tongue  
        1 -60.2 2.1 27.5 62.9 2.5 28.9
        2 -60.2 3.0 23.3 66.7 2.5 24.9
        3 -60.2 4.4 19.4 64.2 3 22
    Lip  
        Upper -53.9 -3.6 47.2 59.6 -7.2 42.5
        Lower -56.4 0.5 42.3 59.6 -3.6 40.6
    Jaw -59.6 -1.3 33.2 62.1 3.9 34.0
    Larynx (Intrinsic) -53 0 42 53 4 42
    Larynx (Extrinsic) -58.1 6.0 6.4 65.4 5.2 10.4
    Respiration -17.4 -26.9 73.4 23.8 -28.5 70.1
    Cerebellum  
        smCB -18 -59 -22 16 -59 -23
        slCB -36 -59 -27 40  -60 -28
        Deep Cerebellar Nuclei -10.3 -52.9 -28.5 14.4 -52.9 -29.3
Somatosensory State Map  
    Tongue  
        1 -60.2 -2.8 27.0 62.9 -1.5 28.9
        2 -60.2 -0.5 23.3 66.7 -1.9 24.9
        3  -60.2 0.6 20.8 64.2 0.1 21.7
    Lip  
        Upper -53.9 -7.7 47.2 59.6 -10.2 40.6
        Lower -56.4 -5.3 42.1 59.6 -6.9 38.2
    Jaw -59.6 -5.3 33.4 62.1 -1.5 34.0
    Larynx (Intrinsic) -53 -8 42 53 -14 38
    Larynx (Extrinsic) -61.8 1 7.5 65.4 1.2 12
    Palate -58 -0.7 14.3 65.4 -0.4 21.6
Somatosensory Error Map  
    Supramarginal Gyrus -62.1 -28.4 32.6 66.1 -24.4 35.2
Auditory State Map  
    Heschl’s gyrus -37.4 -22.5 11.8 39.1 -20.9 11.8
    Planum temporale -57.2 -18.4 6.9 59.6 -15.1 6.9
Auditory Error Map  
    SPT -39.1 -33.2 14.3 44 -30.7 15.1
    pSTg -64.6 -33.2 13.5 69.5 -30.7 5.2

Table 2-1. The location of DIVA cell components in MNI space.  



29 

 

2.3.1 Premotor cortex Speech Sound Map 

The model’s Speech Sound Map, as shown in Figure 2-6, is hypothesized to lie in the left 

ventral premotor cortex and posterior Broca’s area4. Each cell in the Speech Sound Map 

corresponds to a different frequently encountered speech sound (i.e., phoneme, syllable, 

word, or short phrase) in one’s native language5. In the model, every phoneme and 

frequent multi-phonemic speech sound (e.g., common syllable) is represented by a unique 

Speech Sound Map cell. In this way, the cells of the Speech Sound Map are analogous to 

the “mental syllabary” described by Levelt and colleagues (e.g., Levelt and Wheeldon, 

1994, Levelt et al., 1999). Activation of a Speech Sound Map cell results in the 

production of the corresponding speech sound. In contrast, infrequent sounds are 

produced by activating the Speech Sound Map cells associated with the subunits that 

form the syllable, word, etc. For example, an infrequent syllable would be produced by 

producing the individual phonemes in the appropriate order, rather than utilizing a stored 

motor program for the whole syllable. The sequential activation of Speech Sound Map 

cells is hypothesized to arise from inputs from higher-level brain regions involved in 

phonological encoding of an intended utterance (e.g., anterior Broca’s area and/or middle  

                                                 

 
4 The term Broca’s area here refers to the inferior frontal gyrus pars opercularis (BA 44; posterior Broca’s 
area) and pars triangularis (BA 45; anterior Broca’s area). Due to the large amount of inter-subject 
variability in the location of the ventral precentral sulcus as measured in stereotactic coordinates, it is 
difficult to differentiate the ventral premotor cortex and posterior Broca’s area in fMRI or PET studies that 
involve averaging across subjects using standard normalization techniques (see Tomaiuolo et al., 1999 for 
related discussion, Nieto-Castanon et al., 2003). 
5 Although each sound is represented by a single Speech Sound Map cell in the model, it is expected that 
speech sound representations in actual premotor cortex are distributed across many neurons. These 
distributed representations would be more robust to cell death and would allow greater generalizability of 
learned motor programs to new sounds. These topics are beyond the scope of the current report, however. 
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Figure 2-6. Neuroanatomical locations of the DIVA model components.  
The location of DIVA model component sites (red dots) are plotted on renderings of the left (top) and right 
(bottom) lateral surfaces of the SPM2 canonical brain. Sites immediately anterior to the central sulcus 
(dotted line) represent cells of the model’s Articulator Velocity and Position Maps. Sites located 
immediately posterior to the central sulcus represent cells of the Somatosensory State Map. Subcortical 
sites (basal ganglia, thalamus, paravermal cerebellum, deep cerebellar nuclei), are not shown. 
Abbreviations: Au = Auditory State Map; ΔAu = Auditory Error Maps; IM = Initiation Map; Lax.int , 
Lax.ext = intrinsic and extrinsic larynx, Lat Cbm = lateral cerebellum; Resp: respiratory motor cells; ΔS = 
Somatosensory Error Maps; SSM = Speech Sound Map; TAu =Auditory Target Map; TS = Somatosensory 
Target Map. 
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frontal gyrus). The activation of these cells leads to the readout of feedforward motor 

commands to the primary motor cortex (see Feedforward Control Subsystem below), as 

well as a feedback control command if there is any error during production (see Feedback 

Control Subsystem). The feedforward command emanating from a Speech Sound Map 

cell can be thought of as a “motor program” or “gestural score”, i.e., a time sequence of 

motor gestures used to produce the corresponding speech sound (c.f. Browman and 

Goldstein, 1989). 

 Speech Sound Map cells are hypothesized to lie in ventral premotor cortex and 

adjacent inferior frontal cortex because of their functional correspondence with “mirror 

neurons.” Mirror neurons are so termed because they respond both during an action and 

while viewing (or hearing) that action performed by another animal or person (Rizzolatti 

et al., 1996, Kohler et al., 2002). These cells have been shown to code for complex 

actions such as grasping rather than the individual movements that comprise an action 

(Rizzolatti et al., 1988). Neurons within the Speech Sound Map are hypothesized to 

embody similar properties: activation during speech production drives complex 

articulator movement, and activation during speech perception tunes connections between 

the Speech Sound Map and sensory cortex. 

 Demonstrations of mirror neurons in humans have implicated left precentral gyrus 

for grasping actions (Tai et al., 2004), and left opercular inferior frontal gyrus for finger 

movements (Iacoboni et al., 1999). Mirror neurons related to communicative mouth 

movements have been found in monkey area F5 (Ferrari et al., 2003) immediately lateral 

to their location for grasping movements (di Pellegrino et al., 1992).  This area has been  
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proposed to correspond to the caudal portion of ventral inferior frontal gyrus 

(Brodmann’s area 44) in the human (see Rizzolatti and Arbib, 1998, Binkofski and 

Buccino, 2004)6. Speech Sound Map cells are therefore proposed to lie in ventral lateral 

premotor areas of the left hemisphere, including posterior portions of the inferior frontal 

gyrus. This proposal is consistent with the pooled fMRI results shown in Figure 2-2; 

                                                 

 
6 The rare bifurcation of the left ventral precentral sulcus (posterior segment intersects the central sulcus, 
anterior segment intersects the anterior ascending branch of the Sylvian fissure) on the SPM standard brain 
makes it difficult to localize ventral BA 44.  No clear sulcal landmark distinguishes BA 44 from BA 6. We 
have placed the Speech Sound Map region immediately behind the inferior end of the anterior ascending 
branch of the Sylvian fissure under the assumption that this area corresponds to ventral BA 44. The MNI 
coordinates chosen for the Speech Sound Map are consistent with the inferior frontal gyrus pars opercularis 
region.  

 
Figure 2-7. The DIVA model with neuroanatomical labels. 
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activation is demonstrated in left ventral inferior frontal gyrus including BA 44 and the 

frontal operculum.  

 The equation governing Speech Sound Map cell activation in the model is:  

(1) 
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Each time a new speech sound is presented to the model (as an acoustic sample) for 

learning, a new cell is recruited into the Speech Sound Map to represent that sound. The 

projections from the premotor Speech Sound Map cells to the auditory cortex represent a 

target auditory trace for that sound; this auditory target is subsequently used in the 

production of the sound (see Feedback Control Subsystem below for details), along with 

feedforward commands projecting from the Speech Sound Map cell to the motor cortex 

(detailed in Feedforward Control Subsystem below). According to the model, when an 

infant listens to a speaker producing a new speech sound, a previously unused Speech 

Sound Map cell becomes active, and projections from this cell to auditory cortical areas 

are tuned to represent the auditory signal corresponding to that sound. After the sound 

has been learned, activation of the Speech Sound Map cell leads to production of the 

corresponding sound via the model’s feedforward and feedback subsystems. 

2.3.2 Motor velocity and position maps 

According to the model, feedforward and feedback-based control signals are combined in 

motor cortex. Three distinct subpopulations (maps) of motor cortical cells are thought to 

be involved in this process: one population representing positional commands to the 

speech articulators, one representing velocity commands originating from the 
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feedforward control subsystem, and one representing velocity commands originating 

from the feedback control subsystem. The model’s Motor Position Map consists of eight 

antagonistic pairs of cells, each pair representing a position command for one of eight 

vocal articulators. Their activities at time t are represented by the 16-dimensional vector 

M(t) which is governed by the following equation: 

(2) 
0 0

( ) (0) ( ) ( ) ( ) ( )
t t

ff Feedforward fb FeedbackM t M M t g t dt M t g t dtα α= + +∫ ∫& &  

where M(0) is the initial configuration of the vocal tract when starting an utterance, 

fbα and ffα are parameters that determine how much the model is weighted toward 

feedback control and feedforward control7, respectively, and ( )g t  is a speaking rate signal 

(arising from the Initiation Map in SMA) that is 0 when not speaking and 1 when 

speaking at a maximum rate. The 16-dimensional vectors ( )FeedforwardM t&  and 

( )FeedbackM t& represent activity in the model’s Articulator Velocity Maps. ( )FeedforwardM t&  

encodes a feedforward articulator velocity signal that is determined by inputs from 

premotor cortex and the cerebellum; ( )FeedbackM t& encodes a feedback articulator velocity 

signal that is determined by inputs from sensory cortical areas; the sources of these 

command signals are discussed further in later sections (Feedback Control Subsystem and 

Feedforward Control Subsystem). The model’s motor velocity and position cells are 

                                                 

 
7 Under normal circumstances, both fbα and ffα are assumed to be 1.  However, certain motor disorders 

may be associated with an inappropriate balance between feedforward and feedback control. For example, 
stuttering can be induced in the model by using an inappropriately low value of ffα  (Guenther and Ghosh, 
2003). 
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hypothesized to correspond to “phasic” and “tonic” cells identified in motor cortex 

electrophysiological studies in monkeys (e.g., Kalaska et al., 1989), respectively.  

 The motor position command, M(t) is sent from ventral motor cortex to the 

articulatory musculature via brainstem nuclei (see Figure 2-6). Movements of the vocal 

tract articulators are produced according to the following equation: 

(3) ( ) ( ( )) ( )MAr MArArtic t f M t Pert tτ= − +  

where MArf is a function that transforms each antagonistic pair of motor position cell 

activities into a single articulator position that serves as input to the Maeda articulatory 

synthesizer (Maeda, 1990), MArτ  is the time it takes for a motor command to have its 

effect on the articulatory mechanism, and Pert  is the effect of external perturbations on 

the articulators if such perturbations are applied. The eight-dimensional vector Artic does 

not correspond to any cell activities in the model; it corresponds instead to the physical 

positions of the eight articulators8 in the Maeda articulatory synthesizer (Maeda, 1990). 

The resulting vocal tract area function is converted into a digital filter that is used to 

synthesize an acoustic signal that forms the output of the model (e.g., Maeda, 1990).  

 Cells coding for the position and velocity of the tongue parameters in the model 

are hypothesized to correspond with the motor tongue area (MTA) as described by Fesl et 

al. (2003). The localization of this area is in agreement with imaging  (Urasaki et al., 

                                                 

 
8 The eight articulators in the modified version of the Maeda synthesizer used herein correspond 
approximately to jaw height, tongue shape, tongue body position, tongue tip position, lip protrusion, larynx 
height, upper lip height and lower lip height. These articulators were based on a modified principal 
components analysis of midsagittal vocal tract outlines, and each articulator can be varied from -3.5 to +3.5 
standard deviations from a neutral configuration. 
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1994, Corfield et al., 1999, Fox et al., 2001, Fesl et al., 2003) and physiological (Penfield 

and Rasmussen, 1950) studies of the primary motor region for tongue/mouth movements. 

Separate motor (and somatosensory) locations are designated for each tongue degree of 

freedom in the model. This expanded representation is consistent with the large tongue 

sensorimotor representation reported in imaging studies (e.g. Fesl et al., 2003). 

 A region superior and medial to the tongue region along the posterior bank of the 

precentral gyrus has been shown to produce lip movements in humans when stimulated 

electrically (Penfield and Roberts, 1959). Comparing production of syllables involving 

tongue movements to those involving lip movements, Lotze et al. (2000b) found the lip 

area to be approximately 1-2 cm from the tongue area in the directions described by 

Penfield. In another mapping study of motor cortex using fMRI, Lotze et al. (2000a) 

showed the lip region inferior and lateral with respect to the hand motor area, consistent 

with the Penfield electrical stimulation results. This area is hypothesized to code for the 

motor position and velocity of the model lip parameters. Upper and lower lip regions 

have been designated along the precentral gyrus superior and medial to the tongue 

representation. Data indicating the relative locations of upper and lower lip motor 

representations in humans is scarce. Currently, the upper lip motor representation is 

placed dorsomedial to the lower lip representation, mirroring the somatosensory 

organization (see Somatosensory State Map below). Penfield and Roberts also identified 

a primary motor region corresponding to jaw movements that lies between the lip and 

tongue representations along the posterior bank of the precentral sulcus.  

 The locus of the primary motor representation of the laryngeal muscles was not 
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made clear by Penfield’s pioneering electrophysiological work (Penfield and Rasmussen, 

1950). Though Penfield did mention a “vocalization” area adjacent to the lip area  

(Penfield and Roberts, 1959 p. 200), assumptions regarding the site of the human motor 

larynx area have relied heavily upon findings from non-human primates (e.g. Simonyan 

and Jurgens, 2003). Consequently, the motor larynx area is typically associated with the 

ventrolateral extreme of the precentral gyrus (e.g., Duffy, 2005, Ludlow, 2005). A recent 

imaging investigation sought to clarify the location of the motor larynx representation by 

comparing BOLD responses during vocal (vowel production) and non-vocal laryngeal 

tasks (forced glottal closure). A common area of activation across laryngeal tasks was 

noted bilaterally in dorsal orofacial motor cortex, very near the Penfield and Roberts 

“vocalization” area referenced above. This larynx-specific area was located immediately 

rostro-dorsal to the region activated during lip movements (motor lip area). A more 

ventral region within the Rolandic/frontal operculum, consistent with the monkey 

literature, was also active across laryngeal tasks. The investigators conclude that the 

dorsal region represents the intrinsic laryngeal muscles that control the size of the glottal 

opening. The opercular representation, it was speculated, likely represents the extrinsic 

laryngeal muscles that affect vocal tract resonances by controlling larynx height. Based 

on these findings, two sets cells representing laryngeal parameters of the Maeda 

articulator model (Maeda, 1990) associated with laryngeal functions have been assigned 

to MNI locations: cells in ventrolateral precentral gyrus (labeled Motor Larynx, Extrinsic 

in Table 2-1 and Lax.ext in Figure 2-6) represent larynx height, whereas cells in the 

dorsomedial orofacial region of precentral gyrus (labeled Motor Larynx, Intrinsic in 
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Table 2-1 and Lax.int in Figure 2-6) represents a weighted sum of parameters representing 

glottal opening (Ag0) and glottal pressure (AgP). 

 Fink et al. (1996) demonstrated dorsolateral precentral gyrus activation during 

voluntary breathing using PET. The bilateral region noted in that study lay along the 

superior portion of primary motor cortex, well above the ventral motor representations of 

the articulators. In an fMRI study, Evans, Shea, and Saykin (1999) found a similar 

activation associated with volitional breathing along superior precentral gyrus medial to 

the Fink et al. findings and only in the left hemisphere. In the pooled production analysis, 

activity was noted in approximately the same regions as that described by Fink et al.: 

bilateral activation dorsomedial to and distinct from ventral motor activation (see dorsal 

surface image in Figure 2-1. This activity is hypothesized to be associated with the 

control of breathing (e.g., maintenance of appropriate subglottal pressure) required for 

speech production. Cells corresponding to voicing control parameters, specifically the 

parameter governing glottal pressure (AgP), were therefore assigned to this area of motor 

cortex in both hemispheres. 

 While the studies mentioned above indicate bilateral primary motor involvement 

during articulator movements, they do not explicitly show bilateral involvement of these 

areas during speech production (though Penfield & Roberts report a bilateral precentral 

gyrus region that causes “vocalization”). In their review of neuroimaging studies of 

speech production, however, Indefrey and Levelt (2004) noted consistent bilateral 

activation of lateral Rolandic cortex during overt speech when compared to silence. 

Activation along both banks of the lateral central sulcus was also demonstrated in the 
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pooled analysis of simple speech production tasks discussed above (Figure 2-2). While 

the response in Rolandic cortex was noted bilaterally, it was approximately 20% greater 

in the left hemisphere than in the right, a finding consistent with other neuroimaging 

studies of overt speech (Riecker et al., 2000a, Bohland and Guenther, 2006, Sidtis et al., 

2006a). Based on the inter-hemispheric differences noted in the pooled analysis, the 

model’s motor position and velocity cell populations are assumed to contain 20% more 

cells in the left hemisphere than the right hemisphere. 

2.3.3 Feedback control subsystem 

The feedback control subsystem in the DIVA model (Figure 2-7) carries out the 

following functions when producing a learned sound. First, activation of the Speech 

Sound Map cell corresponding to the sound in the model’s premotor cortex leads to 

readout of learned auditory and somatosensory targets for that sound. These targets take 

the form of temporally varying regions in auditory and somatosensory spaces. The 

current auditory and somatosensory states, available through sensory feedback, are 

compared to these targets in the higher-order auditory and somatosensory cortices. If the 

current sensory state falls outside of the target region, an error signal arises in the higher-

order sensory cortex. These error signals are then mapped into appropriate corrective 

motor commands via learned projections from the sensory error cells to the motor cortex. 

The feedback system components supporting these functions are discussed below.  

Auditory State Map. The current acoustic state is determined from the articulatory state 

as follows:  
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(4) ( ) ( ( ))ArAcAcoust t f Artic t=  

where ArAcf  is the transformation performed by Maeda’s articulatory synthesizer. The 

vector Acoust(t) does not correspond to brain cell activities; instead it corresponds to the 

physical acoustic signal resulting from the current articulator configuration. The 

representation of this acoustic signal in auditory cortical areas is given by the activation 

of cells in the model’s Auditory State Map: 

(5) ( ) ( ( ))AcAu AcAuAu t f Acoust t τ= −  

where Au(t) is a vector of Auditory State Map cell activities, AcAuf  is a function that 

transforms an acoustic signal into the corresponding auditory cortical map representation, 

and AcAuτ  is the time it takes for an acoustic signal to travel from the cochlea to the 

auditory cortex. In the current implementation of the DIVA model, the Auditory State 

Map is a 3-dimensional vector representing the 1st, 2nd and 3rd formants of the acoustic 

signal.  

 The Auditory State Map cells are hypothesized to lie within primary auditory 

cortex and the surrounding auditory association cortex (BA 41, 42). Therefore, the 

Auditory State Map is localized to regions along the medial portion of Heschl’s gyrus and 

the anterior planum temporale (Rivier and Clarke, 1997, Morosan et al., 2001). 

Activation in these areas is consistently found in fMRI studies of speech perceptual 

processing (e.g., Scott and Johnsrude, 2003, Guenther et al., 2004) regardless of the 

intelligibility of the utterance (see Scott and Johnsrude, 2003 for discussion). Projections 

from this region to more posterior regions of the superior temporal gyrus, including the 
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planum temporale and posterior superior temporal sulcus, the hypothesized locations of 

the auditory target and error maps (see below), have been demonstrated in monkeys (e.g., 

Kaas and Hackett, 2000). Evidence for similar connectivity in humans has also been 

reported (Tardif and Clarke, 2001).   

Somatosensory State Map. The model’s Somatosensory State Map corresponds to the 

representation of speech articulators in somatosensory cortical areas (BA 3, 1, 2) and is 

governed as follows: 

(6) ( ) ( ( ))ArS ArSS t f Artic t τ= −  

where S(t) is a 22-dimensional vector of Somatosensory State Map cell activities, ArSf  is 

a function that transforms the current state of the articulators into the corresponding 

somatosensory cortical map representation, and ArSτ  is the time required for 

somatosensory feedback from the periphery to reach higher-order somatosensory cortical 

areas. The function ArSf  transforms the articulatory state into a 22-dimensional 

somatosensory map representation S(t). The first 16 dimensions of S(t) correspond to 

proprioceptive feedback representing the current positions of the 8 Maeda articulators, 

each represented by an antagonistic pair of cells as in the motor representation. The 

remaining 6 dimensions represent tactile feedback. 

 Tactile and proprioceptive representations of the articulators are hypothesized to 

lie along the inferior postcentral gyrus, roughly adjacent to their motor counterparts 

across the central sulcus. An anatomical marker for the tongue somatosensory region has 

been demonstrated using PET imaging (Boling et al., 2002) and electrical stimulation 
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(Picard and Olivier, 1983). The location of the tongue region is described as lying below 

the anterior apex of the triangular region of the inferolateral postcentral gyrus 

approximately 2 cm above the Sylvian fissure. This region of the postcentral gyrus was 

found to represent the tongue in a somatosensory evoked potential study of humans 

(McCarthy et al., 1993), a finding further supported by a similar procedure in the 

macaque (McCarthy and Allison, 1995). By generating potentials on either side of the 

central sulcus, both studies by McCarthy and colleagues demonstrate adjacent motor-

somatosensory organization of the tongue representation. 

 McCarthy et al. (1995) also mapped the primary sensory representations of the lip 

and palate. The lip representation was located superior and medial to the tongue 

representation along the anterior bank of the postcentral gyrus at the apex of the inferior 

postcentral triangle and below the hand representation. Nakamura et al. (1998) localized 

the lip and tongue sensory representations to nearly identical regions of the postcentral 

gyrus using MEG. The palatal representation was located inferolateral to the tongue 

region roughly 1 cm above the Sylvian fissure. The relative locations of the lip, tongue, 

and palate were confirmed in the macaque (McCarthy and Allison, 1995). Consistent 

with early electrophysiological work (Penfield and Rasmussen, 1950) and a recent MEG 

study (Nakamura et al., 1998), the upper lip representation is placed dorsomedial to the 

lower lip representation. 

 Graziano, Taylor, Moore, and Cooke (2002) report early electrical stimulation 

work (Foerstner, 1936, Fulton, 1938) which depicts a sensory representation of the larynx 

at the inferior extent of the postcentral gyrus, near the Sylvian fissure. This location 
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mirrors the ventral motor larynx representation that lies on the inferior precentral gyrus.   

 Using the same reasoning as outlined above for the primary motor representation 

of articulators, bilateral somatosensory representations for each of the articulators are 

hypothesized to have a 20% leftward bias. As was the case for precentral activation, the 

pooled speech production results demonstrated greater left hemisphere activation along 

the postcentral gyrus (Figure 2-2).  

Sensory Target and Error Maps. Projections from Speech Sound Map cells in the ventral 

posterior frontal and premotor cortex (lateral BA 6 and 44) to higher-order sensory 

cortical areas9 provide auditory and somatosensory cortex with the sensory expectations 

associated with the active Speech Sound Map cell. In other words, the synaptic weights 

between the Speech Sound Map and sensory target maps encode the auditory and 

somatosensory targets associated with the speech sound being produced. Projections such 

as these, which predict the sensorimotor state resulting from a movement, are typically 

described as representing a forward model of the movement (e.g. Miall and Wolpert, 

1996, Kawato, 1999, Desmurget and Grafton, 2000, Davidson and Wolpert, 2005).  

According to the model, the current auditory target is represented by the activation in the 

Auditory Target Map that lies along the posterior superior temporal gyrus (BA 22). 

                                                 

 
9 Although currently treated as a single set of synaptic weights in the model, it is possible that this mapping 
may include a trans-cerebellar contribution (motor cortex -> pons -> cerebellum -> thalamus -> higher-
order auditory cortex) in addition to a cortico-cortical contribution. Current data do not definitively resolve 
this issue. The weight matrix PAuz  (as well as PSz , SMz , and AuMz  defined below) can thus be 
considered as combining cortico-cortical and trans-cerebellar synaptic projections. Evidence for a trans-
cerebellar contribution to the weight matrix PMz , which encodes a feedforward command between the 
premotor and motor cortices, is considered in the next section. 
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Activation in the map is governed by long-range excitatory inputs from the Speech Sound 

Map according to the following equation: 

(7) )()()( tztPtT PAuPAuAu τ−=  

where PAuτ  is the propagation delay for the signals from premotor cortex to auditory 

cortex, and )(tzPAu are synaptic weights that encode the auditory expectations for the 

sound being produced. The weights )(tzPAu  are tuned based on examples from other 

speakers producing the sound, and during one’s own correct productions. Inhibitory 

connections from the Auditory Target Map to the Auditory Error Map10 inhibit the 

portion of the Auditory Error Map that responds to the target region for the current 

speech sound. Additional excitatory inputs to the Auditory Error Map from the Auditory 

State Map provide an estimate of the current auditory state. Activity within the Auditory 

Error Map is therefore given by: 

(8) )()()( tTtAutAu Au−=Δ . 

This activity represents the difference between the expected and realized auditory state 

for the current speech sound. If the current sensory state falls outside the expected target 

region, error signals arise that are mapped into corrective motor commands via 

projections to the motor cortex Motor Velocity Map.  

 According to the model, projections from the Speech Sound Map cell to higher 

order auditory (and somatosensory) cortex have the effect of inhibiting the regions of 
                                                 

 
10 The sensory target and sensory error maps are hypothesized to lie in overlapping cortical regions and 
therefore share the same hypothesized location.  
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sensory cortex that encode the expected sensory feedback. By effectively “cancelling” the 

self-produced portion of the sensory feedback response, these signals function similarly 

to the motor-to-sensory projections original described by von Holst and Mittelstaedt 

(1950) and Sperry (1950). von Holst and Mittelstaedt (1950) proposed the ‘principle of 

reafference’ in which a copy of the expected sensory consequences of a motor command, 

termed an efference copy, was subtracted from the realized sensory consequences. A wide 

body of evidence suggests such a mechanism plays an important role in the motor control 

of eye and hand movements, as well as speech (e.g. Reppas et al., 2002, Cullen, 2004, 

Roy and Cullen, 2004, Heinks-Maldonado and Houde, 2005, Bays et al., 2006, Voss et 

al., 2006).  

 Hickok and colleagues have demonstrated an area within the posterior Sylvian 

fissure at the junction of the temporal and parietal lobes (the Sylvian-parietal-temporal, 

SPT, area) of the left hemisphere and another in the lateral posterior superior temporal 

sulcus bilaterally that respond during speech perception and speech production 

(Buchsbaum et al., 2001, Hickok and Poeppel, 2004). Such regions could support the 

comparison of efferent motor commands with auditory input as in the DIVA model’s 

Auditory Error Map. In a review of imaging studies of speech processing, Wise and 

colleagues noted that several studies implicated area SPT as being “engaged in the motor 

act of speech” (Wise et al., 2001).  

 The hypothesized inhibitory influence on auditory cortex embodied by the 

model’s SSM-to-Auditory Target Map projections is supported by recent anatomical and 

physiological data. Reciprocal connections between posterior inferior frontal gyrus and 
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both the supramarginal gyrus and posterior superior temporal gyrus in the human have 

been demonstrated by Matsumoto et al. (2004). The connectivity was revealed using a 

cortico-cortical evoked potential technique involving direct cortical stimulation in 

epilepsy patients. Inhibition of posterior superior temporal gyrus via this pathway during 

speech production has been demonstrated in a number of studies. Wise and colleagues, 

using positron emission tomography (PET) to indirectly assess neural activity, noted 

reduced superior temporal gyrus activation during speech production compared to a 

listening task (Wise et al., 1999). Likewise, comparisons of auditory responses during 

self-produced speech and while listening to recordings of one’s own speech have 

demonstrated attenuation of auditory cortex responses during speech production 

(Numminen et al., 1999, Curio et al., 2000, Heinks-Maldonado et al., 2005, Heinks-

Maldonado et al., 2006). Further evidence of auditory response suppression during self-

initiated vocalizations is provided by single unit recordings from non-human primates; 

attenuation of auditory cortical responses prior to self-initiated vocalizations has been 

demonstrated in the marmoset (Eliades and Wang, 2003, 2005). Collectively, these 

findings support the inhibitory projections from ventral inferior frontal cortex to higher-

order auditory cortex, either directly or indirectly (e.g., via the supramarginal gyrus) 

hypothesized in the DIVA model. 

 The Buchsbaum and Hickok studies (Buchsbaum et al., 2001, Hickok and 

Poeppel, 2004) have indicated that the posterior regions identified as responsive during 

both speech perception and production may be lateralized to the left hemisphere. 

Evidence for a bilateral contribution to auditory error representation from these regions, 
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however, is provided by the fMRI study of Hashimoto and Sakai (2003). Bilateral 

activation of the posterior superior temporal gyrus and the inferior supramarginal gyrus 

was noted when speakers listened to temporally delayed feedback of their own voices. 

The activity within the posterior superior temporal gyrus and superior temporal sulcus 

correlated with the size of the disfluency effect caused by the delayed auditory feedback. 

Based on this result, the auditory target and error cells were assigned bilaterally. Finally, 

to date, insufficient data are available to functionally differentiate the intra-Sylvian SPT 

and more lateral posterior superior temporal sulcus sites identified by Hickok and 

colleagues. Pending further investigation, the auditory target and error maps have 

therefore been assigned to both SPT and the more superior temporal sulcus locations 

(TAu, ΔA in Figure 2-6).  

 The model’s expected somatosensory target and current state representations are 

analogous to those described for the auditory system. Tactile and proprioceptive 

expectations are represented by the Somatosensory Target Map proposed to lie along the 

anterior supramarginal gyrus and surrounding cortex (BA 40, 1, 2, 3). Activation of the 

Somatosensory Target Map is given by: 

(9) )()()( tztPtT PSPSS τ−=  

where PSτ  is the propagation delay from premotor cortex to somatosensory cortex, and 

the weights )(tzPS encode somatosensory expectations for the sound being produced. It is 

hypothesized that these weights become tuned during correct self-productions of the 

corresponding speech sound. In other words, this learning follows the learning of an 

auditory target, which can be learned simply by monitoring examples from other 
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speakers. Somatosensory error is represented by activation within the Somatosensory 

Error Map:  

(10) )()()( tTtStS S−=Δ . 

The somatosensory target and error maps are hypothesized to lie within the inferior 

parietal cortex along the anterior supramarginal gyrus, posterior to the primary 

somatosensory representations of the speech articulators (TS, ΔS in Figure 2-6). Hickok 

and colleagues (e.g. Hickok and Poeppel, 2004) have argued that speech motor 

commands and sensory feedback are integrated in the ventral parietal lobe, analogous to 

the visual-motor integration of the dorsal parietal lobe (Andersen, 1997, Rizzolatti et al., 

1997). Reciprocal connections between area F5, a region thought to be a homologue of 

Broca’s area (see Rizzolatti and Arbib, 1998, Binkofski and Buccino, 2004), and inferior 

parietal cortex have been demonstrated in the monkey (Luppino et al., 1999). These 

connections are believed to contribute to the sensorimotor transformations required to 

guide movements (see Rizzolatti and Luppino, 2001) such as grasping. Analogous 

connections are hypothesized to play a role in monitoring and guiding speech articulator 

movements. Neuroimaging studies of motor learning have noted cerebellar activity that is 

associated with the size or frequency of sensory error (e.g., Flament et al., 1996, Schreurs 

et al., 1997, Blakemore et al., 1999, Imamizu et al., 2000, Tesche and Karhu, 2000, 

Blakemore et al., 2001, Diedrichsen et al., 2005, Miall and Jenkinson, 2005, Imamizu et 

al., 2007, Grafton et al., 2008). It has been argued by many that the cerebellum uses 

sensory error to build forward models that generate sensory predictions (Imamizu et al., 

2000, Blakemore et al., 2001, Kawato et al., 2003, O'Reilly et al., 2008), the role of 
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projections from the Speech Sound Map to sensory target maps in DIVA model. It is 

likely, therefore, that the cerebellum contributes to the attenuation of sensory target 

representation in sensory cortex (cf. Blakemore et al., 2001). For this reason, cerebellar 

side loops are hypothesized in the Speech Sound Map-to-sensory target map projection.  

 In the model, production errors represented by activations in the Auditory and/or 

Somatosensory Error Maps are mapped into corrective motor commands through learned 

pathways projecting from the sensory cortical areas to the motor cortex. These 

projections form a feedback control signal that is governed by the following equation: 

(11) SMSMAuMAuMFeedback ztSztAutM )()()( ττ −Δ+−Δ=&  

where AuMz  and SMz are synaptic weights that transform directional sensory error signals 

into motor velocities that correct for these errors, and AuMτ  and SMτ  are cortico-cortical 

transmission delays. The model’s name, DIVA, derives from this mapping from sensory 

directions into velocities of articulators. The weights AuMz  and SMz  approximate a 

pseudoinverse of the Jacobian of the function relating articulator positions (M) to the 

corresponding sensory state (see Guenther et al., 1998 for a more detailed description). 

As such, AuMz  and SMz  represent what is often referred to as an inverse model (e.g., 

Wolpert and Kawato, 1998, Kawato, 1999) because they implement the transformation 

between the desired sensory outcome and the appropriate motor actions, i.e., an inverse 

kinematic transformation. These weights are hypothesized to be tuned during an early 

babbling stage by monitoring the relationship between movement commands and their 

sensory consequences. The feedback motor command, )(tM Feeback
& , is represented by the 
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activation of cells in the model’s Articulator Velocity Map. The location of these cells 

was described in the Motor velocity and position maps section above. 

 The cerebellum is a likely contributor to the feedback motor command. The 

section describing the sensory target maps above referenced several studies that have 

demonstrated a correlation between the size and/or frequency of sensory error and 

cerebellar activation. It has been speculated that a representation of sensory errors in the 

cerebellum drives corrective motor commands (Penhune and Doyon, 2005, Grafton et al., 

2008) and contributes to feedback-based motor learning (Wolpert et al., 1998, Ito, 2000, 

Tseng et al., 2007). For instance, the cerebellum has been hypothesized to support the 

learning of inverse kinematics (e.g., Wolpert and Kawato, 1998, Kawato, 1999), a role 

for which it is anatomically well-suited: the cerebellum receives inputs from higher-order 

auditory and somatosensory areas (e.g., Schmahmann and Pandya, 1997), and projects 

heavily to the motor cortex (Middleton and Strick, 1997). Based on the cerebellum’s 

putative role in feedback-based motor learning, it is hypothesized to contribute to the 

mapping between sensory states and motor cortex, i.e., the projections that encode the 

feedback motor command (Figure 2-5).  

2.3.4 Feedforward motor control subsystem 

According to the model, projections from ventral premotor and posterior inferior frontal 

cortex to primary motor cortex (see Figure 2-7), constitute feedforward motor commands 

for the production of speech sounds. The primary motor and premotor cortices are well-

known to be strongly interconnected (e.g., Passingham, 1993, Krakauer and Ghez, 1999). 

The feedforward motor command for production of a sound is represented in the model 
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by the following equation: 

(12) )()()()( tMtztPtM PMdFeedforwar −=& . 

The weights )(tzPM encode the feedforward motor command for the speech sound being 

produced. This command is learned over time by incorporating the corrective motor 

commands from the feedback control subsystem on the previous attempt into the new 

feedforward command. Before the model has any practice producing a speech sound, the 

contribution of the feedforward control signal to the overall motor command will be 

small since it will not yet be tuned. Therefore, during the first few productions, the 

primary mode of control will be feedback control. During these early productions, the 

feedforward control system “tunes itself” by monitoring the motor commands generated 

by the feedback control system (e.g., Kawato and Gomi, 1992). The feedforward system 

improves over time, all but eliminating the need for feedback-based control except when 

unexpected sensory feedback is encountered (e.g., changing vocal tract dynamics, a bite 

block, artificial auditory feedback perturbation). As the speech articulators get larger with 

growth, the feedback-based control system provides corrective commands that are 

eventually subsumed into the feedforward controller. This allows the feedforward 

controller to stay properly tuned despite dramatic changes in the sizes and shapes of the 

speech articulators over the course of a lifetime. As mentioned above, once an 

appropriate feedforward command sequence has been learned for a speech sound, this 

sequence will successfully produce the sound with very little, if any, contribution from 

the feedback subsystem; the feedback system will automatically become disengaged 

since no sensory errors will arise during production unless unexpected constraints are 
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placed on the articulators or the auditory signal is perturbed. 

 The feedforward motor command, ( )FeedforwardM t& , is represented by the activation 

of cells in the model’s Articulator Velocity Map. The location of these cells was 

previously described in the Motor velocity and position maps section above. The model’s 

feedforward motor command is hypothesized to involve contributions from the 

cerebellum. The cerebellum is known to receive input via the pontine nuclei from 

premotor cortical areas, as well as higher-order auditory and somatosensory areas that 

can provide state information important for choosing motor commands (e.g., 

Schmahmann and Pandya, 1997), and projects heavily to the motor cortex (Middleton 

and Strick, 1997). In addition to the hypothesized contributions to motor learning 

described in previous sections, it is widely held that the cerebellum is also involved with 

learning and maintenance of feedforward motor commands (Kawato, 1999, Ohyama et 

al., 2003, though see Grafton et al., 2008). In the DIVA model, the cerebellum is 

therefore included as a side loop in the projection from the Speech Sound Map to the 

Motor Velocity Map (Figure 2-5). Lesions to anterior vermal and paravermal cerebellum 

have been associated with disruption of speech production (Ackermann et al., 1992, 

Urban et al., 2003). This region was active in the pooled speech production analysis, but 

the activation spread to adjacent paravermal and lateral cortex bilaterally (lobules III-VI; 

see Figure 2-4). Similar patterns of activation within bilateral superior cerebellar cortex 

during speech production have been reported (Riecker et al., 2000a, Wildgruber et al., 

2001, Riecker et al., 2002). Model cells have therefore been placed bilaterally in two 

cerebellar cortical regions: anterior paravermal cortex (not visible in Figure 2-6) and 
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superior lateral cortex (Lat. Cbm) in Figure 2-6). At present, there is no explicit cerebellar 

component in the DIVA model and activity in both sets of cerebellar cells is determined 

by activity in the model’s Motor Position Map. Cells have also been placed bilaterally in 

the thalamus at the peaks visible in Figure 2-3. These thalamic cells (not visible in Figure 

2-6) lie within the lateral, ventral thalamus, the area containing nuclei that relay 

cerebellar output to the cerebral cortex (but see Initiation Map below).  

Initiation Map. The final component of the feedforward subsystem is an Initiation Map 

hypothesized to lie within supplementary motor area (SMA, see Figure 2-6), a region 

thought to play a critical role in the initiation of speech motor programs (e.g., Jonas, 

1987, Ziegler et al., 1997, Alario et al., 2006, Bohland and Guenther, 2006). Commands 

from the motor cortex (M(t) in Equation 2) are released to the vocal tract when the 

activity of the appropriate cell in the SMA Initiation Map is non-zero. The activity of the 

Initiation Map corresponding to the ith speech motor program is given by: 

(13) 
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In other words, the Initiation Map acts as a simple multiplicative gate on the release of 

motor programs. In the current version of the model, this signal is equated to the “go” 

signal g(t) described above (2).  

The SMA is reciprocally interconnected with the precentral gyrus and the basal 

ganglia, a region that, based on clinical and physiological data, is also thought to 

contribute to motor gating (e.g., Van Buren, 1963, Albin et al., 1995, Pickett et al., 1998). 

Notably, in addition to motor and prefrontal afferents, the basal ganglia receive inputs 
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from virtually the entire cortex, including associative and limbic cortex (Parent and 

Hazrati, 1995). Thus, the basal ganglia are well-suited for integrating contextual cues for 

the purpose of gating motor commands (see Bullock et al., 1998 for a neural network 

model of motor control that includes a more sophisticated model of basal ganglia-based 

motor gating). Cells representing Initiation Map activity were placed bilaterally in the 

SMA according to the peak MNI responses from this region in the pooled speech 

production imaging results (Figure 2-2, Table 2-1). Cells were also placed at the location 

of peak activation in the caudate, putamen, globus pallidus, and thalamus (Figure 2-3, 

Table 2-1). The activations in the SMA, basal ganglia, and thalamus are a weighted sum 

of the Motor Velocity and Motor Position map activities.  

2.4 Predicting BOLD responses from DIVA simulations 

One of the primary goals of the DIVA model component mapping described in Section 

2.3 was to provide a means for generating predictions that help guide future 

neuroimaging studies. By identifying the likely locations of the model’s components 

within a standard reference frame, it is possible to run “simulated fMRI experiments” in 

which the model produces speech sounds under different speaking conditions and the 

model cell activities are then used to generate a simulated hemodynamic response pattern 

based on these cell activations. The simulated hemodynamic response patterns can then 

be used to constrain the interpretation of fMRI and/or positron emission tomography 

(PET) experiments in which human subjects produce the same (or similar) speech sounds 

in the same speaking conditions. An example of a simulated BOLD response from a 
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DIVA model simulation of a simple CV syllable production is shown in Figure 2-8. 

DIVA cell activations were plotted on the SPM2 canonical brain surface according to the 

component locations listed in Table 2-1 and shown in Figure 2-6  Responses derived 

from the DIVA simulation are shown on the left; experimental results from an fMRI 

study that compared CV syllable productions to a silent letter viewing baseline in 10 

subjects is shown on the right. 

 The simulated BOLD responses on the left in Figure 2-8 were generated by 

comparing the model cells activations during the CV production to a baseline condition 

in which all cell activities were set to 0. To produce the simulated hemodynamic response 

for each condition, model cell activities were first normalized by the maximum possible 

activity of the cell. This was done to correct for differences in the dynamic ranges of the 

different cell types in the model. The resultant activity was then convolved with an 

idealized hemodynamic response function, generated using default settings of the 

function ‘spm_hrf’ from the SPM2 toolbox. This function was designed by the creators of 

SPM to approximate the transformation from cell activity to hemodynamic response in 

the brain. A brain volume was then constructed with the appropriate hemodynamic 

response values at each position. Responses were smoothed with a Gaussian kernel 

(FWHM = 12mm) then mapped to the SPM2 canonical brain. These procedures 

approximated the standard voxel-based analyses for experimental data including those 

used that provided the data shown at the right of Figure 2-8.  
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 While it is informative to see how much of the fMRI activity in human subjects 

producing simple syllables can be accounted for by the model, the generation of novel 

predictions from the model that can be tested in future neuroimaging studies is perhaps a 

more useful application for simulated fMRI results. This capability is leveraged for the 

fMRI study of auditory feedback control of speech described in Chapter 4. Subjects’ 

auditory feedback was unexpectedly perturbed during speech production to investigate 

the hypothesized Auditory Error Map location. A simulation of the experimental 

condition was performed prior to collecting fMRI data and the results mapped to a 

standard brain as described above (see Figure 4-5B below). The simulated results served 

as a guide for the interpretation of the experimental findings.  

 
Figure 2-8. Predicted and experimental BOLD responses 
Left = fMRI experimental data for CV production – silent baseline task. Right: Predicted BOLD response 
based on DIVA simulation of CV production. The simulated neural responses closely approximate the 
empirical data. 
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CHAPTER 3 

A PARCELLATION SYSTEM FOR FUNCTIONAL IMAGING STUDIES 
OF SPEECH 

In most functional imaging experiments, data from multiple subjects are averaged to 

obtain sufficient statistical power. Data are typically compared on a voxel-by-voxel basis 

following a full-brain normalization procedure meant to align the data from each subject 

in a standardized stereotactic space (Friston et al., 1995a, Mazziotta et al., 2001). This 

method of averaging subject data is confounded by the substantial anatomical variability 

that exists between subjects. Nieto-Castanon and colleagues (2003) provided a measure 

of the extent of inter-subject variability for a number of easily-identified anatomical 

regions of interest (ROIs). For example, the mean overlap of voxels common to Heschl’s 

gyrus, an ROI representing primary auditory cortex, across two subjects following 

normalization was 31% of the total voxels belonging to Heschl’s gyrus in both subjects. 

The overlap dropped to 13% for three subjects and across nine subjects, a relatively small 

population for imaging studies, no overlap was found. In other words, there was not a 

single voxel in the standard stereotactic space that fell within Heschl’s gyrus across all 

subjects. This variability was typical of the 12 temporal and parietal lobe regions of 

interest that were analyzed in the left and right hemispheres (see Nieto-Castanon et al., 

2003). Thus, the standard normalization procedure falls far short of ensuring alignment of 

the structural, and presumably functional, regions across even a small subject cohort.  

The standard means of accounting for inter-subject anatomical variability is to 
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spatially smooth functional data after normalization with an isotropic smoothing kernel of 

6-12 mm. While increasing the power of voxel-based analyses, this method has the effect 

of blurring regional boundaries. The blurring effect is particularly problematic across the 

banks of major sulci. For instance, two adjacent points along the dorsal and ventral banks 

of the Sylvian fissure that are separated by less than a millimeter in the 3-D volume space 

may lie several centimeters apart with respect to distance along the cortical sheet. Their 

cortical distance is a much better measure of their “functional distance:” the adjacent 

dorsal and ventral points could be the somatosensory larynx representation and the 

auditory association cortex, respectively. Isotropic smoothing in the 3-D volume ignores 

this distinction, blurring responses from the two regions, resulting in loss of statistical 

sensitivity and, perhaps, misleading findings.  

The ROI-based functional imaging analysis software described by Nieto-Castanon 

et al. (2003) was designed to address this confound. The software compares functional 

responses across like anatomical regions of interest based on individual anatomical 

landmarks. This method, by accounting for inter-subject anatomical variability, greatly 

improves the statistical sensitivity over standard voxel-based technique and provides a 

more direct link between neuroanatomical structure and function. The remainder of this 

section provides a method for defining anatomical regions of interest that are relevant for 

imaging studies of speech.  

To obtain a fine-grained functional map of the cortical interactions underlying 

speech, it is first necessary to parcellate the speech-related areas of cortex into smaller 

functional units. Traditionally defined speech-related cortical areas, such as “Wernicke’s 
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area”, “Broca’s area”, and “auditory cortex”, involve large expanses of cortex and are 

often applied inconsistently in the literature. For example, portions of the supramarginal 

gyrus, angular gyrus, and/or middle temporal gyrus are sometimes included in the 

definition of Wernicke’s area (Penfield and Roberts, 1959), while other researchers limit 

Wernicke’s area to the posterior superior temporal gyrus and planum temporale (Keuhn 

et al., 1989, Martin, 1996). Similarly, Broca’s area is sometimes limited to Brodmann’s 

Area (BA) 44 (Martin, 1996), while other definitions also include BA 45 (Goodglass, 

1993, Duvernoy, 1999). Even more confusing, the term auditory cortex is sometimes 

used to refer only to primary auditory cortex (BA 41) and other times to primary and 

higher-order auditory cortical areas (BA 42, 22, and 52), prompting the neuroanatomist 

Duvernoy (1999, p. 46) to note that “the precise localization of the auditory cortex seems 

difficult to define.”  

A finer-grained parcellation scheme based on anatomical landmarks has been 

created for the purpose of analyzing the volumes of different regions of cortex (Caviness 

et al., 1996). This system, developed and used extensively at the Center for 

Morphometric Analysis (CMA) at Massachusetts General Hospital, has allowed 

researchers to compare brains of neurologically normal subject populations to brains of 

individuals with psychiatric disorders such as schizophrenia in an attempt to identify the 

brain regions involved in these disorders. Many of the anatomical landmarks defining 

borders between different parcellation units, or regions of interest (ROIs), align 

approximately with cytoarchitectonic maps of cortex (e.g., the well-known Brodmann 

areas). It is commonly assumed that cytoarchitecture and normal function of a brain 
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region are closely related, as evidenced by the use of functional names for many of 

Brodmann’s areas; e.g. BA 4 is commonly called primary motor cortex and BA 41 is 

commonly called primary auditory cortex in the neuroscience literature. The CMA 

parcellation scheme can therefore be thought of as a means to identify functional brain 

regions using anatomical landmarks that are clearly visible on structural MRI images 

(unlike cytoarchitectonic details, which are impossible to identify in standard structural 

MRI scans).  

The Caviness et al. (1996) parcellation scheme was not specifically designed for 

the study of speech and speech disorders and, as such, it is not ideally suited for speech 

neuroimaging studies. Several of the ROIs in the CMA system are not defined at a fine-

enough grain to distinguish functional contributions in regions that previous work 

suggests support multiple functional roles (e.g., those ROIs that delineate precentral and 

superior temporal cortex). In other cortical regions (e.g., the junction of the posterior 

superior temporal, supramarginal, and angular gyri), the CMA definitions introduce 

spurious regional distinctions for the study of speech processes. A modified version of 

the Caviness et al. parcellation scheme was therefore created that is specifically geared to 

speech studies.  

Following a review of relevant physiological and imaging studies of speech 

processing, a set of speech-related cortical ROIs was defined. To assess the functional 

role of cortical regions not typically associated with speech processing, ROIs 

representing the remainder of the cerebral cortex were also defined and largely follow the 

conventions of the CMA system. In addition to modifying the CMA cerebral cortex 
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parcellation system, a set of ROIs within the cerebellum, a region known to play an 

important role in speech production, was defined based upon the anatomical atlas of 

Schmahmann and colleagues (2000).  

3.1 Cortical Regions of Interest 

The cortical ROI definitions are illustrated in Figure 3-1; the core regions involved in 

speech are highlighted in gray. A list of these regions and the hypothesized functional 

contribution(s) of each to speech processes is provided in Table 3-1. The table also lists, 

when applicable, the Brodmann areas that correspond to the cortical ROIs. Modifications 

of the Caviness et al. (1996) cortical parcellation system were based on the results of a 

number of recent neuroimaging studies of speech (see Table 3-1). Significant changes to 

the Caviness et al. system are described below. 

Superior Temporal Sulcus: The dorsal and ventral banks of the superior temporal sulcus 

are defined separately from the surrounding temporal lobe gyri (superior and middle, 

respectively). This modification of the Caviness et al. definitions, which do not 

differentiate the cortex of the superior temporal sulcus from the adjacent superior and 

middle temporal gyri, was made to reflect findings that suggest a phoneme processing 

center within the superior temporal sulcus that is functionally distinct from surrounding 

gyral cortex (Wise et al., 1999, Belin et al., 2000, Binder et al., 2000, Scott et al., 2000). 

Cutting planes orthogonal to the cortical surface are made at the lateral margins of the 

dorsal and ventral  surfaces  of  the  superior  temporal  sulcus  to  delineate  cortex  lying  
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Figure 3-1. Cortical and cerebellar regions of interest for speech studies.  
The cortical and cerebellar regions of interest (ROIs) are illustrated on schematics of the medial (left) and 
lateral (right) surfaces of the left hemisphere. Regions associated with speech production are shown in gray. 
Dashed lines indicate boundaries between adjacent regions. The ROIs that lie within the Sylvian fissure 
(Intra-Sylvian region) and the superior temporal sulcus are schematized as exposed flattened surfaces as 
indicated by the sweeping red arrows. Detached medial and lateral cerebellum surfaces are also shown in 
the lower left and lower right corners of the figure, respectively. The regional boundaries are based largely 
on the Caviness et al. (1996) and Schmahmann et al (2000) parcellation systems. Abbreviations: aCGg = 
anterior cingulate gyrus; adPMC = anterior dorsal premotor cortex; adSTs = anterior dorsal superior 
temporal sulcus; Ag = angular gyrus; aINS = anterior insula; alCB = anterior lateral cerebellum; amCB = 
anterior medial cerebellum; aMFg = anterior middle frontal gyrus; aMTg = anterior middle temporal gyrus; 
aSMg =anterior supramarginal gyrus; aSTg =anterior superior temporal gyrus; aTFg = anterior temporal 
fusiform gyrus; avSTs =anterior ventral superior temporal sulcus; DCN = deep cerebellar nuclei; dMC = 
dorsal primary motor cortex; FMC = fronto-medial cortex; FO = frontal operculum; FOC = fronto-orbital 
cortex; FP = frontal pole; Hg = Heschl's gyrus; IFo = inferior frontal gyrus, pars opercularis; IFt = inferior 
frontal gyrus, pars triangularis; ipmCB = inferior posterior medial cerebellum; iplCB = inferior posterior 
lateral cerebellum; Lg = lingual gyrus; mMC = medial motor cortex; mPMC = medial premotor cortex; 
mdPMC = middle dorsal premotor cortex; MTO = middle temporal occipital gyrus; OC = occipital cortex; 
pCGg = posterior cingulate gyrus; pdPMC = posterior dorsal premotor cortex; pdSTs = posterior dorsal 
superior temporal sulcus; PHg = parahippocampal gyrus; pINS = posterior insula; pMFg = posterior middle 
frontal gyrus; pMTg = posterior middle temporal gyrus; PO = parietal operculum; PP = planum polare; 
preSMA = pre-supplementary motor area; pSMg = posterior supramarginal gyrus; pSTg = posterior 
superior temporal gyrus; PT = planum temporale; pTFg = posterior temporal fusiform gyrus; pvSTs = 
posterior ventral superior temporal sulcus; SCC = subcallosal cortex; SFg = superior frontral gyrus; SMA = 
supplementary motor area; SPL = superior parietal lobule; splCB = superior posterior lateral cerebellum; 
spmCB = superior posterior medial cerebellum; TOF = temporal occiptial fusiform gyrus; TP = temporal 
pole; vMC = ventral motor cortex; vPMC = ventral premotor cortex; vSC = ventral somatosensory cortex. 
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within the sulcus from the gyral cortex lying on the exposed surface. A third cutting plane 

is made through the fundus of the superior temporal sulcus to divide the dorsal and 

ventral surfaces of the sulcus. The boundary separating anterior and posterior temporal 

lobe ROIs (superior, middle, and inferior temporal gyrus, and dorsal and ventral superior 

temporal sulcus) remains the anterior margin of Heschl’s gyrus.  

Heschl’s Gyrus: To obtain a consistent, reliable definition of Heschl’s gyrus, the 

guidelines for defining this area described by Kim et al. (2000) have been adopted. Their 

method addresses the difficulty encountered when multiple transverse gyri are present 

along the superior temporal plane. Heschl’s gyrus is typically defined as lying between 

the first transverse fissure and Heschl’s sulcus. A “double Heschl’s” arises when a 

transverse fissure lies lateral to Heschl’s sulcus, creating two “bumps” on the superior 

temporal plane. In the event of a “double Heschl’s”, if Heschl’s sulcus extends 

caudomedially behind the insula, then it serves as the lateral border along the entire 

extent of Heschl’s gyrus. If Heschl’s sulcus terminates anterior to the posterior end of the 

insula, then it serves as the lateral border of Heschl’s gyrus caudomedially to the point of 

its termination. Posterior to this point, Heschl’s gyrus extends laterally to the more lateral 

transverse fissure. This method provides a reliable method for defining primary auditory 

cortex that reflects architectonic studies of this area (e.g., Rivier and Clarke, 1997, 

Wallace et al., 2002).  

Posterior Extension of the Superior Temporal Gyrus: The posterior portion of the 

superior temporal gyrus extends posteriorly to the  intermediate  fissure  of  Jensen.  As  a  
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Region (ROIs) BA Possible Function 

Heschl’s gyrus (Hg) 41 
Center frequency/frequency sweep encoding  
(Schreiner, 1995, Wang and Shamma, 1995); Sound 
level encoding (Brechmann et al., 2002) 

 Insula (aINS, pINS) -- Articulatory planning (anterior; Dronkers, 1996, 
Kuriki et al., 1999, Wise et al., 1999) 

Middle Temporal gyrus (aMTg, 
pMTg) 21 Lexical/semantic processing (Indefrey and Levelt, 

2004) 

Motor Cortex and anterior Central 
Operculum (dMC, vMC,aCO) 4,43 Primary motor cortex for speech articulators (Penfield 

and Roberts, 1959) 

Planum Polare (PP) 52 Syntactic processing (Friederici et al., 2000) 

Planum Temporale (PT) 42 Complex tone processing (Mummery et al., 1999); 
CV syllable perception (Jancke et al., 2002) 

Inferior Frontal gyrus and Frontal 
Operculum (IFt, IFo, FO)  44,45 

Semantic processing (Giraud and Price, 2001); 
Grapheme-to-phoneme conversion (Newman and 
Twieg, 2001) 

Dorsal Premotor Cortex (adPMC, 
mdPMC, pdPMC) 6 Initiation and sequential planning of speech 

movements (Jonas, 1987) 

Ventral Premotor Cortex (vPMC) 6 Planning of speech utterances at acoustic and 
articulatory levels 

Somatosensory Cortex and 
posterior Central Operculum 

(vSC,pCO) 
1,2,3,43 Primary somatosensory cortex for speech articulators 

(Penfield and Roberts, 1959) 

Superior Temporal gyrus (aSTg, 
pSTg) 22 

Anterior: processing of speech-like sounds (Binder et 
al., 2000, Scott et al., 2000); Posterior: phonological 
processing for speech perception and production 
(Hickok and Poeppel, 2000, Buchsbaum et al., 2001) 

Superior Temporal sulcus (adSTs, 
avSTs, pdSTs, pvSTs) 22 

Anterior: phoneme processing (Belin et al., 2000, 
Binder et al., 2000, Scott et al., 2000); Posterior: 
perception/retrieval of single words (Wise et al., 
2001) 

Supplementary Motor Area (SMA, 
preSMA) 6 

Motor sequencing (Wildgruber et al., 1999); Initiation 
of articulation (Ziegler et al., 1997); Articulatory 
planning (Indefrey and Levelt, 2004) 

Supramarginal gyrus and Parietal 
Operculum (aSMg, pSMg, PO) 40 

Phonological processing for speech perception 
(Caplan et al., 1995, Celsis et al., 1999) and 
production(Geschwind, 1965, Damasio and Damasio, 
1980); Sound localization of speech source (Weeks et 
al., 1999, Rauschecker and Tian, 2000) 

Table 3-1. Cortical regions of interest and contributions to speech processes.  
Regions are grouped according to hypothesized functional characteristics. Corresponding Brodmann areas 
(BA) are provided where appropriate.  
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result, the posterior portion of supramarginal gyrus borders superior temporal gyrus 

ventrally, rather than extending further ventrally to the superior temporal sulcus, as it 

does in the Caviness et al. system. This modification better reflects the boundary between 

BA 40 and BA 22. 

Insular Region: The insula is divided into anterior and posterior regions along the central 

insular sulcus. This change is motivated by studies that suggest a role in articulatory 

planning within the anterior insula (e.g. Dronkers, 1996).  

Motor Cortices: The precentral gyrus contains both primary motor and premotor cortices. 

Therefore, we divide the gyrus into anterior (premotor) and posterior (motor) regions. 

Since the ventral portion of the precentral gyrus is devoted to the speech articulators, we 

also divide the premotor and motor regions into ventral and dorsal subregions. On the 

medial surface, anterior to the precentral sulcus, the supplementary motor area is divided 

into anterior (preSMA) and posterior regions (SMA) based on recent results that suggest 

separate functional roles for these two regions (e.g. Boecker et al., 1998). The rostro-

caudal level of the anterior commissure serves to divide the two SMA regions. The 

anterior region extends rostrally to the level of the interior portion of the genu of the 

corpus callosum, based on the parcellation system of Crespo-Faccoro et al.(2000). Two 

additional premotor regions are defined immediately lateral to the two SMA regions, on 

the dorsal surface. They extend laterally to the superior frontal sulcus and share the same 

boundary markers as the adjacent SMA regions.  

Somatosensory Cortex: The portion of the postcentral gyrus lateral to the intraparietal 

sulcus is labeled ventral somatosensory cortex. This region receives sensory information 
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from the speech articulators (Penfield and Roberts, 1959). 

Remaining cortical ROIs: Recent functional imaging work has demonstrated the 

involvement of a wide expanse of the cerebral cortex in speech processing. It is therefore 

useful to anatomically characterize the entire cerebral cortex, not simply the core speech-

related areas described above. To assess activity in the remainder of the cerebral cortex, 

Cortical ROIs Caviness et al. Label Brodmann Areas 

Angular Gyrus (Ag) AG 39 
Cingulate Gyrus (aCGg, pCGg) CGa, CGp, PAC 23, 24, 29, 30, 33 

Dorsal Somatosensory Cortex (dSC) POG 1, 2, 3, 5 
Frontal Medial Cortex (FMC) FMC 11, 12, 32 
Frontal Orbital Cortex (FOC) FOC 11, 13, 14, 47 

Frontal Pole (FP) FP, PAC 9, 10, 12 
Inferior Temporal Gyrus (aITg, pITg) T3a, T3p 20, 37 

Inferior Temporal Occipital Gyrus (ITO) TO3 37, 19 
Lingual Gyrus (Lg) LG 18, 19, 37 

Middle Frontal Gyrus (aMFg, pMFg) F2 8, 9, 46 
Middle Temporal Occipital Gyrus 

(MTO) TO2 19, 37 

Occipital Cortex (OC) OP, OLs, OLi, OF, LG, 
CALC, SCAL, CN 17, 18, 19 

Parahippocampal Gyrus (PHg) PHa, PHp 27, 28, 34, 35, 51 
Precuneus Cortex (PCN) PCN 7a, 7b, 23, 31 
Subcallosal Cortex (SCC) SC 12, 15, 24, 25, 32, 33 

Superior Frontal Gyrus (SFg) F1, PAC 8, 9 
Superior Parietal Lobule (SPL) SPL 7a, 7b 

Temporal Fusiform Gyrus (aTFg, pTFg) TFa, TFp 20, 36, 37 
Temporal Occipital Fusiform Gyrus 

(TOF) TOF 19, 37 

Temporal Pole (TP) TP 38 
Table 3-2. Cortical ROIs outside core speech network. 
ROIs covering the remainder of the cerebral cortex are listed along with approximate Caviness et al. (1996) 
and Brodmann area correspondence. Several of the regions listed consist of anterior and posterior 
segments. Note that a single ROI may consist of cortex represented by several Caviness and/or Brodmann 
areas. In these cases, all the areas contributing to the ROI are listed. Conversely, a single Caviness and/or 
Brodmann area may represent cortex in multiple ROIs. 
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we have largely adopted the CMA system. A few minor modifications were made to 

accommodate the changes to the speech-related regions described above. When 

necessary, the nomenclature was also made consistent with that used to describe the 

speech-related ROIs. For example, the post-central gyrus, labeled POG by Caviness et 

al.(1996), is now split into two ROIs, ventral and dorsal somatosensory cortex (vSC, 

dSC). Table 2 provides a list of the remaining cortical ROIs along with their approximate 

correspondence with the parcellation units of Caviness et al. and Brodmann areas. The 

schematic in Figure 3-1 shows the location of these ROIs on the cortical surface. 

The principal areas of modification lie at the rostral and caudal ends of the brain. 

Rostrally, the paracingulate gyrus has been eliminated. The superior frontal gyrus (SFg), 

frontal pole (FP), and frontal medial cortex (FMC) extend ventrally, caudally, and 

dorsally, respectively, to the cingulate sulcus. This change allows for a more reliable 

parcellation of frontomedial cortex as it eliminates reliance upon the paracingulate sulcus, 

which is typically highly segmented and often difficult to locate. In the event of a “double 

cingulate” (see Ono et al., 1990), the outer cingulate sulcus serves as the rostrodorsal 

border of the cingulate gyrus. Also on the frontal lobe, SFg (termed F1 in the CMA 

system) has been truncated posteriorly to allow for the presence of the dorsal premotor 

ROIs (adPMC and mdPMC) laterally and the pre-supplementary motor area (preSMA) 

medially. 

Caudally, regions of the occipital lobe have been lumped in to one ROI, the 

occipital cortex (OC). As in the CMA system, the occipital lobe is bordered anteriorly by 

the parietooccipital fissure medially and the point of opercularization of the intraparietal 



68 

 

sulcus laterally (Plane F). However, cortex behind these boundaries is now collapsed into 

a single ROI. In addition to eliminating a number of occipital ROIs, the posterior border 

of lingual gyrus (Lg) is moved anteriorly to Plane F. These changes allow for the 

elimination of a number of boundary planes in the CMA system that are difficult to 

define, in particular the rostral and caudal ends of the cuneal sulcus, without sacrificing 

anatomical specificity that is relevant to speech research.  

3.2 Subcortical regions of interest 

Cerebellum. The cerebellum has been shown to play a role in both speech production and 

speech perception (Ackermann et al., 1999, De Nil et al., 2001, Wildgruber et al., 2001, 

Mathiak et al., 2002). To better localize cerebellum involvement in speech related tasks, 

we have adopted a simplified version of the cerebellum parcellation system described by 

Schmahmann et al (2000; see Table 1-3). The cortex of each cerebellar hemisphere is 

split into six ROIs, three medial and lateral pairs (see Figure 3-2). Dividing medial from 

lateral regions is the sagittal plane that falls one third of the way between the midline and 

the lateral extent of each hemisphere, termed Plane Cb. The primary and horizontal 

fissures, along with the hemispheric margins provide the remainder boundaries for the 

cortical ROIs. Thus, the anatomical markers that define region boundaries are easily 

identified. The anterior medial and anterior lateral ROIs (amCB, alCB) lie anterior to the 

primary fissure. Behind this fissure, superior and inferior regions are divided by the 

horizontal fissure. The superior posterior medial and lateral ROIs (spmCB, splCB) lie 

dorsal to the horizontal fissure while the inferior posterior medial and lateral (ipmCB, 



69 

 

iplCB) lie ventral to it. 

Finally, we define an ROI representing the deep cerebellar nuclei (DCN). The 

difficulty associated with localizing the deep cerebellar nuclei on MRI slices necessitates 

a gross definition relative to the other ROIs described here. The nuclei lie medially within 

cerebellar white matter (the area completely enclosed by the cortical ribbon after the 

cortex has been segmented). The goal of the region definition is to eliminate as much of 

this area as possible that does not correspond the the nuclei without discarding any 

portion of the nuclei. Thus, the DCN ROI is an overestimate. The lateral boundary is 

approximated by the lateral extent of the dentate nucleus, the only deep cerebellar 

nucleus that is consistently viewable in standard structural  MRI  data  sets.  The  anterior  

 Boundaries 
Cerebellum  ROIs Anterior Posterior Medial Lateral 

Anterior Lateral (alCB) Anterior H.M. Primary Fissure Plane Cb Lateral H.M. 

Anterior Medial (amCB) Anterior H.M. Primary Fissure Midline Plane Cb 

Inferior Posterior Lateral (iplCB) Posterior H.M. Posterior H.M. Plane Cb Horizontal 
Fissure 

Inferior Posterior Medial 
(ipmCB) Posterior H.M. Posterior H.M. Midline Plane Cb 

Superior Posterior Lateral 
(splCB) Primary Fissure Posterior H.M. Plane Cb Horizontal 

Fissure 
Superior Posterior Medial 

(spmCB) Primary Fissure Posterior H.M. Midline Plane Cb 

Deep Cerebellar Nuclei (DCN)* Brainstem, 
Posterior End 

alCB, 
Posterior End Midline 

Dentate 
Nuc., Lateral 

Border 
Table 3-3. Cerebellum regions of interest and their anatomical boundaries. 
Plane Cb is a sagittal plane one third of the way between the midline of the cerebellum and its lateral 
extent. H.M. = hemispheric margin. *Because the deep cerebellar nuclei are difficult to view on standard 
structural data sets acquired on 1.5T or 3T magnets, these boundaries serve as easily identified gross 
approximations of the extents of the deep cerebellar nuclei, provided brains are in Talairach space 
(oriented along the anterior commissure – posterior commisure line). The DCN ROI lies entirely within 
the region of the cerebellum that is enclosed by the cerebellar cortical ribbon, therefore this entire region 
could serve as an alternative ROI definition. 
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Figure 3-2. Cerebellum regions of interest. 
Top: Labeled ROIs on a schematized flattened cerebellar cortical surface. The top of the figure corresponds 
to the anterior extent of the dorsal surface of the cerebellum and the bottom corresponds to the anterior 
extent of the ventral surface. Plane Cb marks the plane one third of the way between the cerebellum 
midline and the lateral margin. The primary and horizontal fissures serve as the other boundary markers. 
Bottom: Labeled coronal slice. The cerebellum ROIs are shown on a representative coronal slice. The DCN 
ROI can be seen within the cerebellum white matter (CBWM). The light gray dotted lines represent an 
approximate outline for the deep cerebellar nuclei within the DCN ROI. See the text for a description of the 
boundaries of DCN. Refer to Table 3-3 for an explanation of ROI abbreviations. 
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and posterior DCN borders are grossly defined using extrinsic anatomical markers. The 

DCN ROI begins anteriorly on the posterior-most coronal slice containing brainstem and 

ends posteriorly on the posterior-most slice coronal slice containing amCB. This rostro-

caudal extent provides an overestimate of the range of slices containing deep cerebellar 

nuclei. The gray-white interface forms the dorsal and ventral boundaries. The bottom of 

Figure 3-2 shows a labeled coronal slice through the cerebellum. Both the cortical and 

DCN ROIs can be seen.  

Other subcortical regions: Subcortical regions, aside from the cerebellum, are defined 

according to the FreeSurfer segmentation algorithm (Fischl et al., 2002). The subcortical 

classifier labels subcortical regions of interest based on gray – white intensity values and 

local inter-regional spatial probabilities derived from a set of manually segmented 

anatomical MRI volumes. The manual segmentation was based on the procedure 

developed at Massachusetts General Hospital’s Center for Morphometric Analysis 

(Kennedy et al., 1989, Filipek et al., 1994). Classified regions that are associated with 

speech processing include the thalamus, caudate, putamen, globus pallidus, and 

brainstem. Other regions identified by the classifier include the lateral, third and fourth 

ventricles, hippocampus and the amygdala. 

3.3 Conclusions 

The analysis of functional data sets is greatly hindered by the high degree of individual 

anatomical variability across brains (Nieto-Castanon et al., 2003). To ensure comparison 

of like brain areas, regions of interest must be defined according to individual anatomical 
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markers prior to averaging. Here we have described a parcellation system that 

encompasses the entire cerebral cortex and the cerebellum based on individual 

anatomical markers that are discernable from standard MRI data sets. Based largely on 

the parcellation scheme described by Caviness et al.(1996), the system was designed to 

be particularly well suited for studies of speech processing. Cortical areas shown to be 

involved in speech production and/or perception were redefined to reflect known 

functional boundaries. To this end, several of the Caviness et al. parcellation units were 

subdivided into more discrete ROIs, particularly the superior temporal sulcus and 

premotor areas. These changes provide greater power for the localization and functional 

characterization of speech-relevant cortical regions. Conversely, for regions that have not 

been shown, as yet, to play a specific role in speech processing, ROIs have been 

combined to allow for more reliable parcellation. For instance, the posterior occipital lobe 

has been lumped into a single ROI, and the paracingulate gyrus has been eliminated.  

These changes permit the removal of boundary markers that are difficult to locate and 

thus make it easier to consistently define regions. 

 The parcellation system described here is meant to serve as a starting point. 

Several of the regions, even those known to play a role in speech processing, such as the 

cerebellar ROIs, are defined crudely. This was done either in the interest of definition 

reliability or because there is insufficient information to support more strictly defined 

regions. Advances in imaging technology will lead to greater ease in localizing boundary 

markers. The potential for greater advances, however, lies in well-designed functional 

studies of speech processing that target specific brain regions. For instance, studies that 
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have recently begun utilize stimulus parameterizations that will allow us to localize 

topographic maps along the superior temporal plane. The goal of this research is to 

further subdivide this core auditory area into more functionally relevant regions. Other 

studies are searching for specific sites within the cerebellum and premotor regions that 

contribute to speech production. Thus, the parcellation scheme will be continually 

updated according to the results of speech-related research.  
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CHAPTER 4 

AN INVESTIGATION OF THE NEURAL SUBSTRATES OF 
AUDITORY FEEDBACK CONTROL OF SPEECH 

4.1 Auditory feedback in the DIVA model 

The DIVA model of speech production (Guenther et al., 1998, Guenther et al., 2006) is a 

quantitatively defined neuroanatomical model that provides a parsimonious account of 

how auditory feedback is used for both feedback control and for tuning feedforward 

commands. According to the model, feedforward and feedback commands are combined 

in primary motor cortex to produce the overall muscle commands for the speech 

articulators. Both control processes are initiated by activating cells in a Speech Sound 

Map located in the left ventral premotor areas, including Broca’s area in the opercular 

portion of the inferior frontal gyrus. Activation of these cells leads to the readout of 

excitatory feedforward commands through projections to the primary motor cortex. 

Additional projections from the Speech Sound Map to higher-order auditory cortical areas 

located in the posterior superior temporal gyrus and planum temporale encode auditory 

targets for the syllable to be spoken. The Speech Sound Map -to-auditory error cell 

projections are hypothesized to have a net inhibitory effect on auditory cortex. The 

auditory targets encoded in these projections are compared to the incoming auditory 

signal by cells in the Auditory Error Map that respond when a mismatch is detected 

between the auditory target and the current auditory feedback signal. When a mismatch is 

detected, projections from the auditory error cells to motor cortex transform the auditory 
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error into a corrective motor command. The model proposes that these corrective motor 

commands are added (see Equation 2 above) to the feedforward command for the speech 

sound. The updated command is stored in projections from the Speech Sound Map to the 

Articulator Velocity Map so that future productions of the sound will contain the 

corrective command. In other words, the feedforward control system becomes tuned by 

incorporating the commands sent by the auditory feedback control system on earlier 

attempts to produce the syllable. 

Because the DIVA model is defined both quantitatively and neuroanatomically, the 

activity of model components in computer simulations of perturbed and unperturbed 

speech can be compared directly to task-related blood-oxygen-level-responses (BOLD) in 

speakers performing the same tasks. According to the model, unexpected auditory 

feedback should induce activation of auditory error cells in the posterior superior 

temporal gyrus and planum temporale (Guenther et al., 2006). Auditory error cell 

activation then drives a compensatory motor response marked by increased activation of 

ventral motor, premotor, and superior cerebellar cortex.  

4.2 Identifying the neural substrates of auditory feedback control with 
fMRI 

The current study utilizes auditory perturbation of speech, in the form of unpredictable 

upward and downward shifts of the first formant frequency, to identify the neural circuit 

underlying auditory feedback control of speech movements and to test DIVA model 

predictions regarding feedback control of speech. Functional magnetic resonance imaging 
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(fMRI) was performed while subjects read aloud monosyllabic words projected 

orthographically onto a screen. A sparse sampling protocol permitted vocalization in the 

absence of scanner noise (Yang et al., 2000, Le et al., 2001, Engelien et al., 2002). An 

electrostatic microphone and headset provided subjects with auditory feedback of their 

vocalizations while in the scanner. On a subset of trials, an unpredictable real-time F1 

shift was introduced to the subject’s auditory feedback. Standard voxel-based analysis of 

neuroimaging data was supplemented with region of interest (ROI) analyses (Nieto-

Castanon et al., 2003) to improve anatomical specificity and increase statistical power. 

Compensatory responses were also characterized behaviorally by comparing the formant 

frequency content of vocalizations made during perturbed and unperturbed feedback 

conditions. Structural equation modeling was used to assess changes in effective 

connectivity that accompanied increased use of auditory feedback control. 

Eleven right handed native speakers of American English (6 female, 5 male; 23-

36 years of age, mean age = 28) with no history of neurological disorder participated in 

the study. All study procedures, including recruitment and acquisition of informed 

consent, were approved by the institutional review boards of Boston University and 

Massachusetts General Hospital. A scanner problem that resulted in the introduction of 

non-biological noise in acquired scans required the elimination of imaging data from one 

subject. 

Experimental Protocol. Scanning was performed with a Siemens Trio 3T whole-body 

scanner equipped with a volume transmit-receive birdcage head coil (USA Instruments, 

Aurora, OH) at the Athinoula A. Martinos Center for Biomedical Imaging, Charlestown, 
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MA. An electrostatic microphone (Shure SM93) was attached to the head coil 

approximately 3 inches from the subject’s mouth. Electrostatic headphones (Koss EXP-

900) placed on the subject’s head provided acoustic feedback to the subject at the 

beginning of each trial. Each trial began with the presentation of a speech or control 

stimulus projected orthographically on a screen viewable from within the scanner. Speech 

stimuli consisted of 8 /CɛC/ words (beck, bet, deck, debt, peck, pep, ted, tech) and a 

control stimulus (the letter string ‘yyy’). Subjects were instructed to read each speech 

stimulus as soon as it appeared on the screen and to remain silent when the control 

stimulus appeared. Stimuli remained onscreen for 2 seconds.  

 An experimental run consisted of 64 speech trials (8 presentations of each word) 

and 16 control trials. On a subset of speech trials, F1 of the subject’s speech was altered 

before being fed back to the subject. Of the 8 presentations of each stimulus in an 

experimental run, F1 was increased by 30% on 1 presentation (shift up condition trial), 

decreased by 30% on 1 presentation (shift down condition trial), and unaltered in the 

remaining 6 presentations (no shift condition trials). Trial order was randomly permuted 

within each run; presentation of the same stimulus type on more than 2 consecutive trials 

was prohibited as were consecutive F1 shifts in the same direction regardless of the 

stimulus. To allow for robust formant tracking and to encourage the use of auditory 

feedback mechanisms, subjects were instructed to speak each word slowly and clearly; 

production of each stimulus was practiced prior to scanning until the subject was able to 

consistently match a sample production. Still, subject mean vowel duration across all trial 

types ranged from 357 to 593 ms with standard deviations (SD) ranging from 44 to 176 
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ms). Paired t-tests indicated no utterance duration differences between the mean no shift 

and mean lumped shift responses (combined shift up and shift down responses; df  = 10, p 

= 0.79) or between the shift up and shift down responses (df  = 10, p = 0.37). Each subject 

performed 3 or 4 runs in a single scanning session, depending on subject fatigue and 

tolerance for lying motionless in the scanner. Stimulus delivery and scanner triggering 

were performed by Presentation Version 0.80 (www.neurobs.com) software. 

MRI Data Acquisition. A high resolution T1-weighted anatomical volume (128 slices in 

the sagittal plane, slice thickness = 1.33 mm, in-plane resolution = 1 mm2, TR = 2000 ms, 

TE=3300 ms, flip angle = 7°, FOV = 256 mm2) was obtained prior to functional imaging. 

Functional volumes consisted of 32 T2*-weighted gradient echo, echo planar images 

covering the whole brain in the axial plane, oriented along the bicommissural line (slice 

thickness = 5 mm, in-plane resolution = 3.125 mm2, skip = 0 mm, TR = 2000 ms, TE 30 

ms, flip angle = 90˚, FOV = 200 mm2).  

Functional data were obtained using an event-triggered sparse sampling technique 

(Yang et al., 2000, Le et al., 2001, Engelien et al., 2002). The timeline for a single trial is 

shown in Figure 4-1. Two consecutive volumes (each volume acquisition taking 2 

seconds) were acquired beginning 5 seconds after trial onset. The 5 second delay period 

was inserted to allow collection of BOLD data at or near the peak of the hemodynamic 

response to speaking (estimated to occur approximately 4-7 seconds after vocalization). 

Auditory feedback to the subject was turned off during image acquisition to prevent 

transmittance of scanner noise over the headphones. The next trial started after another 3 

second delay period, for a total trial length of 12 seconds and a total run length of 16 
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minutes. The sparse sampling design afforded several important advantages. First, it 

allowed subjects to speak during relative silence, a more natural speaking condition than 

speech during loud scanner noise. Second, it allowed for online digital signal processing 

of the speech signal to apply the perturbation, which is not possible in the presence of 

scanner noise. Finally, since scanning is carried out only after speech has ceased, it 

eliminates artifacts due to movement of the head and changing volume of the oral cavity 

during speech.  

4.3 Real-time auditory feedback perturbation 

Subject vocalizations were transmitted to a Texas Instruments DSK6713 digital signal 

processor (DSP). Prior to reaching the DSP board, the original signal was amplified 

(Behringer Eurorack UB802 mixer) and split into two channels using a MOTU 828mkII 

 
Figure 4-1. Timeline of a single trial in the event-triggered sparse sampling protocol. 
At the onset of each trial, the visual stimulus appeared and remained onscreen for 2 seconds (blue 
rectangle). On perturbed trials, auditory feedback was shifted during the subject’s response (green). 3 
seconds after stimulus offset, two whole-brain volumes were acquired (A1, A2). Data acquisition was 
timed to cover the peak of the hemodynamic response to speech; the putative hemodynamic response 
function (HRF), is schematized in red. The next trial started 3 seconds after data acquisition was complete, 
resulting in a total trial length of 12 seconds. 
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audio mixer. One channel was sent to the DSP board and the other to a laptop where it 

was recorded using Audacity 1.2.3 audio recording software (44,100 kHz sampling rate). 

Following processing, the DSP output was again split into two channels by the MOTU 

board, one channel was sent to the subject’s headphones, the other to the recording 

laptop. 

F1 tracking and perturbation, and signal resynthesis were carried out in the 

manner described by Villacorta and colleagues (2007). The incoming speech signal was 

digitized at 8 kHz then doubled buffered; data were sampled over 16 ms blocks that were 

incremented every 8 ms. Each 16 ms bin was sampled at 8 kHz and then pre-emphasized 

to compensate for the -6dB/octave high-frequency spectral slope (glottal roll-off) 

typically present in the speech signal. To remove onset and offset transients, a hamming 

window was convolved with the pre-emphasized signal. An 8th order linear predictive 

coding (LPC) analysis was then used to identify formant frequencies. F1 was then altered 

according to the trial type before the signal was re-synthesized and sent to the subject. A 

delay of 17 ms was introduced by the DSP board. Unperturbed trials were processed 

through the DSP in exactly the same manner as the perturbed trials except that the 

original F1 value was preserved, rather than shifted, during resynthesis; this was done to 

limit the difference in auditory feedback between perturbed and unperturbed trials to the 

first formant shift. The upward F1 shift had the effect of moving the vowel sound toward 

/ӕ/ (e.g., bet → bat); a downward shift moved the vowel toward /ɪ/ (e.g., bet → bit). 

When questioned following scanning, subjects reported no awareness of the feedback 

delay or alteration. 
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4.3.1 Imaging data analysis 

Voxel-based Analysis. Voxel-based analysis was performed to assess task-related effects 

in a standardized coordinate frame using conventional image data analysis techniques, 

thereby permitting easier comparison with results from prior investigations. Image data 

were preprocessed using tools from the SPM2 software package provided by the 

Wellcome Department of Imaging Neuroscience, University College London (Friston et 

al., 1995b; http://www.fil.ion.ucl.ac.uk/spm/). Functional images were realigned to the 

mean EPI image (Friston et al., 1995a), coregistered with the T1-weighted anatomical 

dataset (Collignon et al., 1995), and spatially normalized into standard stereotaxic space 

using the EPI template provided by the Montreal Neurological Institute (MNI ICBM-152; 

Evans et al., 1993, Mazziotta et al., 2001). Functional images were then spatially 

smoothed (12 mm full-width-half-maximum Gaussian kernel) and globally scaled. 

Realignment parameters were included as covariates of non-interest in the study design 

prior to parameter estimation. Remaining global differences between the two volume 

acquisitions within each trial were removed during parameter estimation by a covariate 

that modeled these differences. The BOLD response for each event was modeled using a 

single-bin finite impulse response (FIR) basis function spanning the time of acquisition of 

the two consecutive volumes. Responses from the shift up and shift down conditions were 

averaged to form a single “lumped” shifted speech condition (hereafter referred to as 

shift) for fMRI analysis. Voxel responses were fit to a set of condition (shift, no shift, 

baseline) regressors according the general linear model. 
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Group statistics were assessed using fixed and mixed effects procedures. In mixed 

effects analysis, contrast-of-interest images were first generated for each subject by 

comparing the relevant condition parameter estimates on a voxel-by-voxel basis. 

Estimates for these analyses were obtained using a general linear model where conditions 

are treated as fixed effects. Group effects were then assessed by treating subjects as 

random effects and performing one-sample t-tests across the individual contrast images. 

The resulting group parametric maps were thresholded by a corrected significance level 

to ensure a false discovery rate (FDR) < 5%. A map of normalized effect sizes for those 

voxels surpassing the significant t threshold was then created; suprathreshold voxel 

effects were divided by the mean significant (p < 0.05 uncorrected) effect of the shift – 

baseline contrast; this procedure permits assessment of relative activations. The contrast 

maps are shown in terms of effect size to provide a comparison of the how BOLD 

responses differed in the contrasted conditions. 

ROI Analysis. Region-of-interest (ROI) analysis was performed to test hypotheses 

regarding the response of specific regions to the task manipulation. According to the 

DIVA model, shifted feedback is expected to result in increased bilateral activation of 

planum temporale (PT), posterior temporal gyrus (pSTg), ventral motor and premotor 

cortex (vMC, vPMC), and the anterior medial cerebellum (amCB). Regional effects also 

served as the input for post-hoc tests of laterality and structural equation modeling. 

Regions included in these analyses were selected based on the finding of uncorrected 

significance in both the voxel-based and ROI-based analyses. Delineation of ROI 
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boundaries was based on a set of a priori anatomical definitions and was independent of 

the results of the voxel-based analyses.  

Cortical, subcortical, and cerebellar ROIs were created using Freesurfer 

(http://surfer.nmr.mgh.harvard.edu) image processing software. Segmentation of gray and 

white matter structures (Fischl et al., 2002) and cortical surface reconstruction were 

performed on each anatomical volume (Fischl et al., 2004). Subcortical ROIs were 

segmented according to the Freesurfer-supplied subcortical training set. The Freesurfer 

cortical classifier (Fischl et al., 2002) was trained on a set of 14 manually parcellated 

brains. The manual parcellations used as the classifier training set were based on the 

parcellation system described in Chapter 3. Cerebellar ROIs were parcellated by applying 

a cerebellar classifier to the segmented cerebellar gray and white matter in the same 

manner as that used for the subcortical ROIs (Fischl et al., 2002). The cerebellar classifier 

was based on manually parcellated cerebellums from the same 14 brains used to train the 

cortical classifier. 

Characterization of BOLD responses within each ROI was performed according to 

the procedure described by Nieto-Castanon et al. (2003). Following spatial realignment, 

functional data were subjected to a rigid body transform and co-registered with the 

structural data set. The BOLD response averaged across all voxels within each ROI mask 

was then extracted. Regional noise temporal correlations were removed by whitening a fit 

of the estimated noise spectrum within each ROI. Average regional responses for each 

event were modeled using a single-bin FIR and fit to the same set of condition regressors 

(shift, no shift, baseline) used in the voxel based analyses.  
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Group effects were assessed by first computing regional contrasts for each 

subject. The regional contrasts were then pooled and tested for significance using one-

sample t-tests. Regional effect sizes were normalized by the mean significant (p < 0.05, 

uncorrected) effect. In a first set of tests, the a priori hypotheses that responses in PT, 

pSTg, vMC, vPMC, and amCB are greater in the shift than the no shift conditions were 

tested. Probabilities were corrected to ensure FDR < 5%. Subsequent tests for 

significance were performed on the remaining ROIs (n = 132; only the posterior occipital 

cortex was excluded from ROI analysis). Regional effects associated with brain areas that 

were significant (uncorrected) in the shift – no shift contrasts in both the ROI and voxel-

based results were used as in post-hoc tests of laterality and structural equation modeling. 

Laterality effects were determined by pooling the effect for each ROI within each 

hemisphere across subjects (n = 10) and performing a paired t-test on the pooled data 

from each hemisphere. 

In addition to providing average regional responses, our ROI analysis permits 

visualization of effects within ROIs (Nieto-Castanon et al., 2003). Briefly, voxel 

responses within each ROI were projected onto a spherical representation of the cortical 

surface. A reduced set of temporal eigenvariates was then created for each ROI by 

projecting the 2-D surface responses from each ROI onto a set of 15 orthogonal spatial 

Fourier bases and keeping only those components with low spatial frequency. The 

resulting set of eigenvariates for each ROI was fitted to the condition predictors and 

“eigenvariate contrasts” were calculated by comparing the appropriate condition effects. 

A spatial response profile was created for each subject by projecting the eigenvariate 
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contrasts back onto the spherical surface using the transpose of the original set of 

orthogonal spatial bases. Spatial profiles were then averaged across subjects, normalized 

as described above, and the resulting group profile was flattened for display. 

4.3.2 Assessing effective connectivity by structural equation modeling 

Structural equation modeling (SEM) provides a means to characterize the interactions 

between these regions. A simple example of a SEM, adapted from McIntosh & Gonzalez-

Lima (1994), is shown in Figure 4-2. The path diagram on the left describes a network of 

4 regions (A,B,C,D) with projections between regions indicated by blue arrows. The 

relative strength of the projections is given by the weights or path coefficients v, w, x, y, 

and z. On the right is a system of structural equations that models the variance of each 

region in the network as a function of the variance of the other regions in the network. 

Each equation also includes an error term (ΨN;) that accounts for residual variance not 

captured by the regions and connections in the model. The goal of SEM is to estimate the 

 
Figure 4-2. Structural equation model example.  
Left: A simple path diagram for a network of 4 regions (A, B, C, D). The weights or path coefficients v, w, 
x, y, and z describe the relative strength of connections between regions in the network (blue arrows). 
Right: A set of structural equations that describes the variance of each region in the network as a function 
of the variance of the other regions in the network plus residual error (ΨN; gray circles).  
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path coefficients by finding a solution to the set of structural equations that minimizes the 

difference between the covariance matrix resulting from the experimental data and that 

implied by the model.  

 Interactions between regions involved in auditory feedback control were assessed 

using covariance SEM (McIntosh and Gonzalez-Lima, 1994). Network connectivity, e.g., 

the structural model, was constrained by interactions conceptualized within the DIVA 

model. This a departure from the standard application using established one-to-one 

anatomical connections (McIntosh and Gonzalez-Lima, 1994), typically based on studies 

of non-human primates, as the primary constraint on network connectivity. The DIVA 

model describes reciprocal connections between ventral frontal and posterior temporal 

cortex that enable a comparison of expected and realized acoustic consequences and drive 

compensatory movements in the event an error is detected. Effective connectivity was 

therefore assessed between those ventral frontal and posterior temporal regions found 

significantly more active in the shift – no-shift contrast.  

Functional imaging data were prepared for SEM analysis by first dividing the 

mean regional responses from each functional run into two series, one consisting of only 

the first volume acquired for each trial, the other consisting of only the second volume 

acquired for each trial. The two series were de-trended and averaged to give a single 

response for each trial. Trials were then assigned to the appropriate group and 

concatenated within each subject. Outliers (> 3 standard deviations) were removed 

following mean correction, variance was unitized, and responses were concatenated 

across all subjects. 
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Covariance SEM (McIntosh and Gonzalez-Lima, 1994) was performed with 

AMOS 7 (http://www.spss.com/amos/index.htm) software. Path coefficients between 

observed variables were determined by maximum likelihood estimate. Differences in 

effective connectivity due to condition were assessed using the stacked model approach 

(Della-Maggiore et al., 2000). For a given network, the 2χ goodness-of-fit measure was 

determined for a null model in which path coefficients are constrained to be equal 

between the two conditions and an unconstrained model in which they are allowed to 

vary. A comparison of the model fits, 2
diffχ  = 2

nullχ  - 2
unconχ , was calculated using degrees 

of freedom equal to the difference in degrees of freedom between the two models. A 

significant 2
diffχ  value was interpreted as evidence that the alternative model was a better 

fit than the null model and that the global effective connectivity of the network differed 

between the two conditions. The commonly used goodness-of-fit (GFI) and adjusted 

goodness-of-fit (AGFI) indices and the root mean square residual (RMR) and root mean 

square error of approximation (RMSEA) of differences between sampled and estimated 

variances and covariances were used to assess model fit (see Schumacker & Lomax 

(2004) and Hu and Bentler (1999) for a detailed description of these criteria). The 

alternative model also had to meet the AMOS 7 stability index criteria for both 

conditions. Connectivity between regions was constrained to meet acceptable fit and 

stability criteria and to produce path coefficients that were significant in at least one of 

the two conditions. These criteria were chosen to bias the network toward a parsimonious 

account of effective connectivity in the two conditions while still providing a good fit to 

the data. Significant connectivity was determined by converting estimated path 

http://www.spss.com/amos/index.htm


88 

 

coefficients to z statistics (z = coefficient estimate/standard error estimate) then 

performing a two-tailed test that the absolute value of z is greater than 0 with p > 0.05). 

Comparisons of path coefficients in the two conditions were performed for the accepted 

model; z statistics were calculated by dividing the difference between the estimated 

coefficient in each condition by the estimated standard error of the difference. 

Acoustic Data Analysis. Subject responses were identified, isolated from the remainder 

of the acoustic recording, and resampled at 16 kHz. MATLAB software was created to 

identify the first two formants in the original and shifted feedback signals using LPC 

analysis. Analysis was performed on 20 ms samples of the speech signal, incremented 

every 4 ms. Vowel onset and offset, F1 and F2 contours, and signal intensity were 

estimated. Formant estimates for each utterance were inspected visually. If the initial 

formant estimation indicated a poor fit, the number of LPC coefficients was manually 

changed. The LPC order typically ranged between 16-18 coefficients for male speakers 

and 14-16 for female speakers. Vowel onset and offset estimates were also manually 

adjusted as needed. 

To determine whether subjects compensated for perturbations during the shift 

conditions, subject-specific baseline F1 traces were first created by averaging the no shift 

traces within each stimulus type. Traces were aligned to the onset of voicing. Averaging 

was done on a point-by-point basis and was restricted to time points that fell within the 

80th percentile of all utterance lengths for a given subject to ensure a sufficient number of 

samples at each time point. Each shifted-feedback trace was then divided by the 

appropriate subject- and stimulus-matched baseline no shift trace. The resulting F1 shift 



89 

 

up and shift down compensation traces were averaged across the 8 stimulus types within 

each subject. The shifted feedback responses were characterized with respect to normal 

feedback responses to account for individual formant variation. 

One-sample, two-tailed t-tests were performed at each time step to test for 

differences during the shifted conditions relative to the normal feedback condition. 

Compensation was detected when the null hypothesis (H0 = 1) was rejected (p < 0.05) at 

a given time point and at all subsequent time points. These restrictions, which provide a 

conservative means for detecting compensation, necessarily overestimate the latency of 

compensation onset. Therefore, compensation response latencies were determined by 

fitting the mean subject compensation traces to a piecewise non-linear model of 

compensation (MComp). The model consisted of a constant segment (no compensation) 

followed by a logistic curve (compensation segment) of the form 
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where t is a vector of compensation trace time points, t0 marks the start of the non-linear 

segment, i.e., the estimated onset of compensation, C is the value of the constant 

component, and k modulates the rate of change of the non-linear component. While C 

was allowed to vary during the estimation procedure, k was held constant at k = 0.1. C 

and t0 were estimated for each subject by determining least squares fits of the model to 

the two F1 compensation traces, then averaging across subjects. Estimates of t0 were 

constrained to a window between 20 and 250 ms after voicing onset; the lower limit 

corresponds to the earliest time point at which shifted feedback could be heard; the upper 
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limit eliminated the influence of vowel-consonant transition effects introduced by short 

utterances. Confidence intervals for the t0 fits were determined by a bootstrapping 

procedure. Compensation onsets were estimated from 1000 random resamples of the 

subject data with replacement for each condition. 95% confidence intervals were 

determined from the resulting t0 distributions.  

The magnitude of compensation was assessed by determining the peak response of 

the mean subject compensation traces in the two shift conditions. The peak response was 

restricted to time points following each subject’s estimated onset latency.  

4.4 Evidence of compensation 

Subjects responded to unexpected F1-shifted auditory feedback by altering the F1 of their 

speech in the direction opposite the induced shift. Mean F1 traces from the shift-up and 

shift-down conditions expressed relative to their token-and subject-matched no shift 

responses are plotted in Figure 4-3A. The compensation traces, averaged across subjects, 

demonstrate significant downward divergence in the shift up condition and upward 

divergence in the shift down condition compared to the no shift condition. One-sample t-

tests were performed at each time point of the compensation traces to test for deviation 

from baseline F1 values. The t-tests revealed significant, sustained compensation (df = 

10, p < 0.05) 176 and 172 ms after the onset of voicing in the shift up and shift down 

conditions, respectively.  
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Compensation response latencies were estimated by fitting subject compensation 

traces to a piece-wise non-linear model of compensation. The estimates are given with 

respect to the onset of perturbation. Mean subject latencies ranged from 87 to 235 ms 

(mean = 164.8 ms, SD = 43.5 ms) in the shift up condition and from 55 to 227 ms (mean 

= 107.7 ms, SD = 61.2 ms) in the shift down condition. Estimates of 95% confidence 

intervals (CI) for the mean response latencies were 145 – 186 ms and 81-139 ms in the 

shift up and shift down conditions, respectively. A paired t-test of response latencies 

demonstrated a significant difference between the two conditions (df = 10, p = 0.01). 

 
Figure 4-3. First formant response to an induced shift in F1. 
(A) Mean F1 compensation plotted as percent deviation from the mean F1 value in unperturbed speech. 
Solid lines indicate compensation in the shift up (gray) and shift down (red) conditions averaged across 
subjects. Dashed lines represent the matched no shift formant value. Shaded regions indicate 95% 
confidence intervals at each time point. Shifting F1 by 30% resulted in a compensatory F1 response in the 
direction opposite the shift within an utterance. The black hash marks that intersect each compensation 
trace indicate the mean estimated onset of compensation (165 ms in the shift up condition, 108 ms in the 
shift down condition). (B) Comparison of experimental and simulated responses to unexpected F1 feedback 
perturbation during DIVA model production of the word /bεd/. F1 traces produced by the model (lines) and 
95% confidence intervals from the group experimental data (shaded regions) are aligned to the onset of 
perturbation. 
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Compensation magnitudes ranged from 11.1 to 59.4 Hz (mean = 30.0 Hz, SD = 

14.8 Hz) in the shift up condition and 13.8 to 67.2 Hz (mean = 28.3 Hz, SD = 13.8 Hz) in 

the shift down condition. Expressed relative to the magnitude of the induced F1 

perturbation, subjects compensated for 4.3% to 22.5% (mean = 13.6%, SD = 6.2%) of the 

upward shift and 6.3% to 25.5% (mean = 13.0%, SD = 6.7%) of the downward shift. A 

paired t-test comparing compensation magnitudes for the two shift directions indicated no 

difference (df =10, p = 0.75). 

The DIVA model was trained to produce the word /bɛd/ with normal feedback 

(see Guenther et al., 2006 for model details). Training the model consists of repeated 

attempts to match a dynamic auditory target formed by extracting the first 3 formants 

from recorded productions of the desired speech sound by an adult male speaker. 

Initially, the match between the model’s output and the auditory target are relatively 

poor, resulting in corrective feedback commands. The corrective commands are used to 

update the model’s feedforward controller (encoded by synapatic weights projecting from 

a Speech Sound Map cell in premotor cortex to auditory error cells in superior temporal 

gyrus) so that with each subsequent attempt, the model’s performance is improved. As 

performance improves, control of the vocal tract shifts from relying primarily on the 

feedback control system to greater reliance on feedforward control; the model is able to 

reliably match the dynamic formant targets of the training example.  

Following successful training of the word /bɛd/, the auditory perturbation task 

was simulated by shifting F1 feedback to the model by 30% in the upward and downward 
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directions. The model’s F1 response closely matched the experimental data (Figure 4-3B) 

following modification of those parameters that modulate the relative contributions of the 

feedforward (αff) and feedback (αfb) commands to control of motor output. During 

training, αff  and αfb were set to 0.9 and 0.1, respectively. Based on simulations of the 

shifted-feedback conditions, these values were modified; and the F1 traces plotted in 

Figure 4-3B were obtained from simulations of the upward and downward shifted F1 

conditions in which αff  = 0.85 and αfb = 0.15. A static parameter governing inertial 

damping of the feedback command, FBINERT, was also modified. FBINERT determines the 

relative influences of the previous feedback command, )1( −tM Feedback
& on the current 

command, ( )FeedbackM t& . The simulation results shown in Figure 4-3B reflect a 10% 

increase in this damping parameter over the training value. 

4.5 The neural substrates of auditory feedback control 

4.5.1 Voxel-based analysis 

BOLD responses during the normal and shifted speech conditions compared to the 

baseline condition are shown in Figure 4-4. Voxels with peak t-statistic (peak-to-peak 

minimum distance = 6 mm) were assigned to anatomical regions based on cortical, 

subcortical, and cerebellar parcellation of the SPM2 canonical brain into ROIs. For each 

region containing a peak response, the voxel location, t-statistic, and normalized effect of 

the maximum response are provided in Table 4-1. Talairach coordinates (Talairach and 
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Tournoux, 1988) reported in the table were determined using the MNI to Talairach 

mapping function described by Lancaster et al. (2007). 

The no shift – baseline (t > 3.63, df = 9) contrast revealed a large network of 

active regions which has been previously implicated in speech production (Bohland and 

Guenther, 2006, Guenther et al., 2006) , including bilateral peri-Sylvian auditory cortex, 

ventral Rolandic cortex, medial prefrontal cortex, anterior striatum, ventral thalamus, and 

superior cerebellum (peaking in lobule 6). Activations in the shift – baseline contrast (t > 

3.41, df = 9) overlap those of the no shift – baseline contrast with two notable exceptions:  

 

 
Figure 4-4. Responses for normal and shifted speech compared to baseline. 
(A) Map of statistically significant normalized effect sizes (t > 3.63; df = 9; FDR < 5%) from the 
comparison of BOLD responses in the normal speech condition to the silent baseline condition (no-shift – 
baseline). Coronal slices through the cerebellum are shown to the right of renderings of the lateral (top), 
medial (middle) and ventral (bottom) cortical surfaces of the hemispheres. Activation is found in the 
expected speech production network including bilateral peri-Sylvian, lateral Rolandic, and medial 
prefrontal cortex, superior cerebellum, ventral thalamus and anterior striatum. (B) BOLD responses during 
shifted speech compared to baseline (shift – baseline; t > 3.41; df  = 9; FDR < 5%). The network of active 
regions during shifted feedback speech is qualitatively similar to that of normal speech, with additional 
activation in the superior cerebellar cortex bilaterally, in the right inferior cerebellar cortex, and in the 
medial parietal-occipital cortex bilaterally. 
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  No Shift - Baseline Shift – Baseline 
  Peak Voxel Peak Voxel  
 Region Location (x,y,z)  Norm. Stereotaxic Location  Norm. 
 Label MNI Talairach T Effect MNI Talairach T Effect 

Rolandic Cortex    
Left dMC (-48,-8,60) (-46,-14,56) 6.92 1.60 (-44,-8,64) (-43,-15,60) 8.08 1.08

 vPMC (-48,0,30) (-46,-4,30) 7.06 1.05 (-60,4,8) (-57,2,11) 8.89 1.42
 vSC (-56,-10,42) (-53,-14,40) 15.44 2.45 (-52,-14,38) (-50,-18,36) 12.79 2.81
 pCO (-62,-6,12) (-59,-8,13) 12.09 2.42 (-60,-8,12) (-57,-10,13) 11.23 2.69

Right dMC  (44,-18,70) (39,-25,66) 4.94 0.43
 aCO (48,8,4) (43,5,9) 10.63 0.96   
 vSC (54,-8,30) (49,-12,31) 22.67 2.15 (56,-10,30) (50,-14,31) 16.26 2.40
Frontal Cortex    

Left IFo  (-60,8,2) (-57,6,6) 8.36 1.38
 FO (-48,10,-2) (-45,8,2) 5.98 1.45 (-48,10,-2) (-45,8,2) 8.04 1.85
 preSMA (-2,8,62) (-4,0,60) 10.91 1.37 (0,4,72) (-2,-4,69) 7.61 1.70

Right FO  (48,12,2) (43,9,8) 7.45 1.38
 aCg (4,20,36) (2,14,38) 3.89 0.68   
Parietal Cortex    

Left PO (-44,-34,24) (-42,-35,22) 8.85 1.01 (-40,-30,18) (-38,-31,17) 6.98 1.99
Right PO (46,-26,18) (41,-28,19) 5.42 1.26 (44,-24,18) (39,-26,19) 5.29 1.57

 aSMg  (72,-24,32) (65,-27,32) 4.49 0.58
Temporal Cortex    

Left Hg (-58,-10,10) (-55,-12,11) 11.79 2.27   
 pSTg (-64,-30,14) (-60,-31,13) 9.70 1.31 (-62,-30,14) (-59,-31,13) 7.93 2.00
 pdSTs  (-62,-22,4) (-58,-22,5) 4.95 1.85
 PT (-52,-34,16) (-49,-35,15) 5.79 1.51   

Right pSTg (72,-24,6) (65,-25,8) 7.40 1.03 (68,-16,8) (62,-18,11) 8.66 2.31
 pdSTs  (58,-28,6) (53,-29,8) 5.17 1.50
 PT (58,-28,12) (52,-29,13) 5.06 1.30 (64,-10,10) (58,-12,13) 9.33 2.57

Insular Cortex    
Left aINS (-44,6,2) (-42,4,6) 5.73 1.17   

 aINS  (-34,-4,10) (-33,-6,12) 4.49 0.85
 pINS  (-34,-20,8) (-33,-21,9) 5.16 0.99
Cerebellum    

Left spmCB,L6 (-16,-62,-20) (-16,-58,-19) 5.10 0.76 (-18,-62,-20) (-18,-58,-20) 6.72 1.08
 spmCB,V6  (-2,-78,-14) (-3,-73,-15) 5.45 0.62
 splCB,Cr1 (-30,-86,-24) (-29,-80,-25) 4.17 0.40   

Right amCB,V5  (8,-64,-10) (6,-61,-10) 5.36 0.94
 splCB,L6 (26,-58,-24) (23,-54,-22) 6.30 0.95 (24,-56,-22) (21,-52,-20) 9.46 1.35
 ipmCB,L8A  (28,-58,-54) (25,-51,-49) 3.42 0.86

Subcortical Nuclei   
Left Put (-26,-4,4) (-25,-6,7) 7.97 0.62 (-30,-6,4) (-29,-8,7) 4.34 0.71

 Pal (-24,-6,-4) (-23,-7,-0) 6.74 0.58 (-22,-2,-2) (-21,-3,2) 5.15 0.95
 Caud  (-10,2,10) (-10,-1,13) 3.74 0.92
 Tha,VL (-8,-14,6) (-9,-15,8) 4.64 0.64 (-8,-14,6) (-9,-15,8) 3.82 0.88

Right Put (30,8,4) (27,5,9) 6.13 0.35   
 Pal (26,-2,-4) (23,-3,1) 5.32 0.62 (22,2,-2) (19,0,3) 4.27 0.61
 Cau  (14,4,10) (12,1,14) 4.11 0.84
 Tha, VL (14,-12,10) (12,-14,12) 3.98 0.62   
 Tha,MD (6,-18,8) (4,-19,10) 4.19 0.76 (4,-22,6) (3,-23,8) 4.50 0.98

Occipital Cortex    
Left OC  (-2,-70,16) (-3,-68,12) 4.94 0.81

Table 4-1. Peak voxel responses for baseline contrasts. 
Peak responses for the No Shift – Baseline and Shift – Baseline contrasts, defined as local t-statistic 
maxima (pFDR < 0.05) separated by a minimum 6 mm, were mapped to anatomical ROIs. Each ROI 
containing a peak voxel response is listed with the location, t-statistic and normalized effect associated 
with the peak voxel. Voxel locations are provided in both MNI and Talairach stereotaxic reference 
frames. When possible, a more specific label is listed in addition to the ROI label for voxels that lie 
within well-characterized subsets of an anatomical region (e.g., cerebellar lobule 6). n.s. = not 
significant. Cerebellar vermis (V) and lobule (L) labels are given by Arabic numerals to conserve space. 
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the extension of the superior cerebellar activation anterior-medially to include the 

cerebellar vermis bilaterally, and activation at the junction of the calcarine and parietal-

occipital sulci. 

Figure 4-5A shows the results of a fixed effects analysis of the shift – no shift 

contrast (t > 3.19, df = 5488) corrected to ensure FDR < 5% (Figure 4-5A, Voxel-Based 

 
Figure 4-5. BOLD responses in the shift – no shift contrast. 
(A) Map of statistically significant normalized effect sizes (voxel threshold: t > 3.19; df = 5488; FDR < 
5%) derived from group voxel-based fixed effects analysis. Activation of the posterior peri-Sylvian region 
is seen bilaterally. In the right hemisphere, greater responses were found in ventral somatosensory, motor 
and premotor cortex, and the inferior cerebellum. (B) Simulated BOLD responses for the shift – no shift 
contrast in the DIVA model. Model cell responses from no shift and shift simulations were contrasted and 
normalized in the same manner applied to the experimental results and smoothed with a spherical Guassian 
point spread function (FWHM = 12 mm). The resulting activations were then plotted on a cortical surface 
rendering based on hypothesized anatomical locations (Guenther et al., 2006). The model predicts 
increased activation in bilateral posterior peri-Sylvian cortex (auditory error cells), ventral Rolandic cortex 
(motor cells and somatosensory error cells), and superior cerebellum. 
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Results). Bilateral activation of higher order auditory cortical areas in posterior superior 

temporal cortex, including the posterior superior temporal gyrus (pSTG) and planum 

temporale (PT), is consistent with the DIVA model prediction of  auditory  error  cells  in  

  Voxel-based Results ROI-based Results
  Peak Voxel   
 Region Stereotaxic Location  Norm.   Norm. 
 Label MNI Talairach T Effect  T Effect 

Rolandic Cortex        
Left vMC      n.s n.s 

 vPMC      n.s n.s 

Right vMC (48,-10,44) (43,-15,43) 3.25 0.54  2.10 0.28 

 vPMC (60,14,34) (54,8,37) 3.52 0.53  2.52 0.36 

 vSC (70,-2,20) (64,-6,23) 3.20 0.40  1.87 0.24 

Frontal Cortex        
Right IFo (58,14,28) (52,9,31) 3.64 0.62  2.13 0.32 

 IFt (56,32,24) (51,26,29) 4.07 0.57  2.07 0.30 

Parietal Cortex        
Left PO (-54,-24,14) (-51,-25,14) 3.98 0.67  4.47 0.63 

Temporal Cortex        
Left pSTg (-66,-38,22) (-62,-39,19) 5.25 0.59  3.78 0.48 

 pdSTs (-60,-30,10) (-57,-30,9) 3.96 0.60  2.08 0.28 

 PT (-62,-24,10) (-59,-25,10) 3.88 0.57  3.83 0.65 

 MTO (-60,-62,10) (-57,-60,7) 3.64 0.44  2.88 0.29 

Right pSTg (68,-36,18) (62,-37,18) 4.13 0.56  4.64 0.63 

 pdSTs (72,-40,12) (65,-40,12) 3.94 0.44  3.15 0.31 

 PT (68,-16,8) (62,-18,11) 5.01 0.68  4.32 0.49 

 PP (48,-8,-8) (43,-9,-3) 3.59 0.63  4.07 0.45 

 adSTs (56,-10,-4) (51,-11,0) 3.31 0.55  2.18 0.39 

Cerebellum        
Left amCB,V5 n.s n.s. n.s n.s.  n.s n.s. 

Right amCB, V5 n.s n.s. n.s n.s.  2.25 0.34 

 ipmCB, L8A (26,-62,-54) (24,-55,-49) 4.06 0.62  2.14 0.24 

Table 4-2. Peak voxel and regional responses for the shift - no shift contrast. 
Peak voxel responses were based on standard voxel-based analyses and are reported as in Table 4-1 
Regional t-statistics and normalized effects were derived from ROI-based analyses. Regions highlighted 
in boldface type were included in our initial ROI analysis of a priori hypotheses that each of these regions 
would be more active during perturbed feedback trials. n.s. = not significant. 
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these areas (see simulation results in Figure 4-3B). Additional temporal lobe activity was 

noted in middle temporal-occipital cortex in the left hemisphere. 

Responses in ventral Rolandic and lateral prefrontal cortex were noted only in the 

right hemisphere. In addition to ventral motor and somatosensory cortical activation, a 

region of activity along the ventral precentral sulcus extended to inferior frontal gyrus 

pars opercularis (IFo) and ventral premotor cortex (vPMC). More anteriorly, activity near 

the inferior frontal sulcus peaked in the inferior frontal gyrus pars triangularis (IFt). 

Activation in the inferior cerebellar cortex (lobule VIII) was also found only in the right 

hemisphere. 

4.5.2 Region of interest analysis 

The shift – no shift results presented in Figure 4-5A reflect group fixed-effects analysis; 

no voxels survived a mixed-effects analysis of the contrast following threshold correction 

(FDR < 5%). The responses shown in Figure 4-5A therefore do not necessarily represent 

those of the general population. Failure to achieve significance at the population level can 

be the result of a lack of statistical power due to a limited sample size. It may also be due 

to anatomical variability in the subject population. To control for this possibility, we 

utilized a more sensitive ROI-based mixed effects analysis (Nieto-Castanon et al., 2003) 

on those regions to test our a priori hypotheses that perturbed feedback would cause 

increased activation in bilateral posterior auditory, ventral motor and premotor and 

superior cerebellar cortex.  

Results from the ROI analysis of the shift – no shift contrast are presented in 

Table 4-2, ROI-based Results. The ROI results supported our hypotheses regarding 
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posterior auditory cortex (see Figure 4-5 and Table 4-2, regions in boldface type).  

Significant bilateral responses (t > 2.08, df = 9, FDR < 5% for tests of 10 ROIs) were 

noted in pSTg and PT. However, increases in vMC, vPMC and amCB were significant 

only in the right hemisphere.  

Tests on the remaining ROIs (n = 132) found no regions surviving a corrected 

significance threshold for the shift – no shift contrast. Several regions did survive 

individual (i.e., uncorrected, ROI-level) significance thresholds (p < 0.05), however, and 

these were consistent with the voxel-based results (Table 4-2). Activation of a wider 

 
Figure 4-6. Selected regional responses from the shift – no shift contrast. 
Normalized effects are shown for those ROIs hypothesized to be more active in the perturbed feedback 
condition: ventral motor cortex (vMC), ventral premotor cortex (vPMC), planum temporale (PT), 
posterior superior temporal gyrus (pSTg), and anterior medial cerebellum (amCB). Left and right 
hemisphere responses are indicated by light and dark bars, respectively. Black bullets plotted (‘•’) adjacent 
to response bars denote significant effects (t > 2.08, df = 9, corrected to ensure a false discovery rate < 5% 
for tests of responses in the analysis of the 10 ROIs included in a priori hypotheses). Responses from the 
inferior frontal gyrus ROIs, the par opercularis (IFo) and pars triangularis (IFt) are also shown (labeled 
in gray font) and listed under vMC and vPMC to highlight the consistency of ventrolateral frontal 
responses. The gray bullets adjacent to the IFo and IFt responses denote significant effects (p < .05, df = 
131) based on an uncorrected test of all 132 ROIs.  
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range of peri-Sylvian ROIs was noted bilaterally, including right inferior frontal cortex 

including Heschl’s gyrus (Hg), planum polare (PP) and the parietal operculum (PO). 

 Figure 4-7 provides a more detailed illustration of activation within peri-Sylvian 

regions not directly visible in Figure 4-4. The figure depicts flattened representations of 

the spatial profiles of ROIs along the superior temporal gyrus and the parietal operculum 

in the left and right cerebral hemispheres. The flattened representations provide a means 

for viewing the topography of activation along the adjacent banks of the Sylvian fissure. 

 
Figure 4-7. Spatial profiles of peri-Sylvian ROI responses for the shift – no shift contrast. 
A flattened representation of normalized activity from a subset of ROIs within the Sylvian fissure is 
shown. For each hemisphere, solid, gray lines indicate ROI boundaries; heavy, dotted white lines represent 
the location of the Sylvian fissure with respect to regional boundaries. The labeled arrows indicate the 
relative orientation of the activation plots: the Sylvian fissure approximates the anterior (Ant.) – posterior 
(Post.) axis in each hemisphere and the medial extreme of the medial (Med.) - lateral (Lat.) plane, i.e., in 
each hemisphere,  planum polare (PP) lies anterior to Heshl’s gyrus (Hg), and planum temporal (PT) lies 
medial to posterior superior temporal gyrus (pSTg). Activation peaks are seen along the PT/pSTg 
boundary in both hemispheres. Greater activation was noted in the parietal operculum (PO) in the left 
hemisphere and in Hg in the right hemisphere. 



101 

 

The strongest responses were noted in the right hemisphere along the posterior superior 

temporal gyrus/planum temporale (pSTg/PT) border. An additional peak in posterior 

right pSTg is also visible. Peak activations in the left hemisphere were also found along 

the pSTg/PT border: a posterior peak in pSTg and an anterior peak in PT. Widespread 

activation in left PO was greater than that seen in the right hemisphere. Activation of 

primary auditory cortex, located in the posteromedial portion of Hg, was stronger in the 

right hemisphere. Other regions found active in both the voxel-based and ROI-based 

analyses included right inferior frontal gyrus, par opercularis and pars triangularis (IFo 

and IFt, respectively), right inferior posterior medial cerebellum (ipmCB), and left middle 

temporal-occipital cortex (MTO; see Table 4-2). 

 The apparent right-lateralized ventral frontal responses motivated post-hoc tests 

for hemispheric differences in the responses of ROIs shown in Figure 4-6 (those regions 

hypothesized to be more active in the perturbed feedback condition) and the inferior 

frontal gyrus. In addition to testing for regional interhemispheric differences in the shift – 

no shift condition, a measure of relative laterality in the two speaking conditions, 

laterality effects were also assessed for responses in two baseline contrasts (no shift – 

baseline, shift – baseline) to investigate the absolute laterality in the two speaking 

conditions.  

Figure 4-8 illustrates the interhemispheric response differences for those regions 

tested that were found to differ significantly in at least one contrast. Significant right 

lateralization in  the  shift – no shift  contrast  was  apparent  only  in  vPMC  (p  =  0.03).  
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Significant left hemisphere lateralization of vMC (p < 0.00), vPMC (p = 0.01) and IFo (p 

< 0.00) was noted in the no shift – baseline contrast. vMC (p < 0.00) and IFo (p = 0.01) 

remained left lateralized in the shift – baseline contrast. 

4.6 Inter-regional interactions in the auditory feedback control network 

Structural equation modeling was used to compare interactions between the main regions 

found active in the shift – no shift contrast in the two speech conditions. The network 

shown in Figure 4-9 easily met the prescribed fit and stability criteria. The unconstrained 

model,  in  which  connections  strengths  were  allowed  to  vary  across  the  two  speech  

 
 
Figure 4-8. Interhemispheric response differences for selected ROIs across conditions. 
Bars represent the right hemisphere response minus the left hemisphere response for a given contrast (no 
shift – baseline, shift – baseline, shift – no shift), i.e, positive values indicate a greater response in the right 
hemisphere. P-values (red font) are displayed adjacent to significant laterality effects for a given ROI and 
contrast. Laterality effects were assessed for all ROIs included in Figure 4-6; those ROIs that demonstrated 
a significant interhemispheric response difference in any of the three contrasts of interest are included 
above. Only vPMC was significantly more active in the right hemisphere in the shift – no shift contrast; all 
ventral frontal ROIs were more active in the left hemisphere in both speaking conditions relative to 
baseline. 
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conditions, provided a significantly better fit to the data than did the null model, in which 

the connections are constrained to be the same in both conditions ( 2
diffχ  = 19.89, dfdiff = 9, 

pdiff = 0.02). This indicates that the network was significantly modulated by the feedback 

perturbation. The unconstrained model provided an excellent fit to both the no shift and shift 

experimental data covariances  ( 2
unconχ  =  3.60,  dfuncon.  =  5,  puncon. =  0.61,  GFIuncon  =  1.00,  

 
Figure 4-9. Schematic of the path diagram evaluated by structural equation modeling. 
Effective connectivity within the network of regions shown was significantly modulated by the auditory 
feedback perturbation. Path coefficients for all connections shown were significant in both conditions 
except right ventral MC to right ventral PMC (no shift probability = 0.07; see Table 2 for a list of all 
estimated path coefficients). Pair-wise comparisons of path coefficients in the two conditions revealed 
significant increases in the positive weights from left pSTg to right pSTg (the path labeled a in the diagram 
above), from left pSTg to right ventral PMC (path b), and from right pSTg to right IFt (path c) when 
auditory feedback was perturbed during speech production. Abbreviations: IFt = inferior frontal gyrus, pars 
triangularis; pSTg = posterior superior temporal gyrus; MC = motor cortex; PMC = premotor cortex. 
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AGFIuncon = 1.00, RMRuncon = 0.02, RMSEAuncon = 0.00). Pair-wise comparisons of path 

coefficients (Table 4-3) revealed that connection strengths from left pSTg to right pSTg 

(path a in Figure 4-9), left pSTg to right vPMC (b), and from right pSTg to right IFt (c) 

were significantly greater in the shift condition, indicative of greater use of these 

pathways when the auditory feedback control network was invoked due to the feedback 

shift. 

4.7 Discussion 

4.7.1 Formant shift compensation 

As illustrated in Figure 4-3A, subjects responded to unexpected F1 shifts by altering the 

F1 of their speech in the direction opposite the induced shift. Computer simulations of the 

   No Shift Shift  Shift - No Shift

Network Path 
Path 

Coeff. S. E. C.R. p 
Path 

Coeff. S. E. C.R. p  C.R. p 

Left pSTg → Right vPMC 0.06 0.03 2.22 0.03  0.22 0.05 4.01 < .001  2.64 0.01 
Left pSTg → Right IFt 0.25 0.02 10.61 < .001  0.26 0.04 5.84 < .001  0.12 0.90 

Left pSTg → Right pSTg 0.49 0.03 15.68 < .001  0.61 0.06 10.94 < .001  2.11 0.03 

Right IFt → Right vPMC 0.35 0.03 12.29 < .001  0.34 0.05 7.10 < .001  -0.03 0.98 

Right pSTg → Right IFt 0.27 0.03 10.58 < .001  0.37 0.05 8.13 < .001  2.08 0.04 

Right vMC → Right pSTg -0.25 0.07 -3.53 < .001  -0.34 0.09 -3.95 < .001  -1.33 0.18 

Right pSTg → Right vMC 0.36 0.06 5.96 < .001  0.40 0.07 5.33 < .001  0.58 0.56 

Right vMC → Right vPMC -0.15 0.08 -1.83 0.07  -0.26 0.09 -2.77 0.01  -1.56 0.12 

Right vPMC → Right vMC 0.48 0.07 7.30 < .001  0.54 0.08 7.09 < .001  0.92 0.36 

Right pSTg → Right vPMC 0.32 0.04 7.41 < .001  0.33 0.06 5.23 < .001  0.02 0.98 

Table 4-3. Effective connectivity determined by structural equation modeling. 
A comparison of effective connectivity within the network shown in Figure 4-9 in the no shift and shift 
conditions is given. Path strengths (Path Coeff.) that were significantly modulated by the F1 shift are 
shown in boldface type. Abbreviations: Coeff. = coefficient; C.R. = critical ratio; IFt = inferior frontal 
gyrus, pars triangularis; pSTg = posterior superior temporal gyrus; S.E. = standard error; vMC = ventral 
motor cortex; vPMC = ventral premotor cortex. 
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DIVA model verified the model’s ability to account for these compensatory responses 

(Figure 4-3B) following an increase in the relative contribution of auditory feedback on 

motor control. Adaptation to consistently applied upward or downward F1 shifts during 

production of /CɛC/ utterances similar to those used in the current study has been 

demonstrated previously (Purcell and Munhall, 2006a, Villacorta et al., 2007). In those 

studies, the F1 shift was presented on every trial throughout a training phase, allowing 

speakers to modify stored feedforward motor plans. Simulations of the F1 shift condition 

with the DIVA model verified that the model’s interactions between auditory feedback 

control and feedforward control could account for the adaptation results. In the current 

study, the compensatory response is apparent within an utterance despite the 

unpredictable nature of the shift, and DIVA model simulations quantitatively account for 

this compensation. 

The estimated compensation latencies (108 ms and 165 ms to the downward and 

upward shifts, respectively) were short enough to permit online correction within the 

duration of a typical /CɛC/ utterance (Hillenbrand et al., 2001, Ferguson and Kewley-

Port, 2002). The estimates, particularly in the shift down condition, fall at the low end of 

ranges reported following unexpected perturbation of F0 (Hain et al., 2000, Burnett and 

Larson, 2002, Xu et al., 2004). Faster response times may be due to differences in 

formant and pitch control (discussed further below) but may also reflect differences in the 

method used to determine response latencies. Earlier pitch shift studies also often feature 

a steady-state vocal task (e.g., prolonged vowel) which may reduce the relevance of pitch 
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modulation. The considerable inter-subject variability noted in the latency of 

compensatory responses to auditory feedback manipulations has been noted previously 

(Xu et al., 2004). This variability may reflect the difficulty associated with real-time 

tracking of formants (cf., magnitude estimates noted by Purcell and Munhall, 2006b). The 

hearing ability and perhaps the attention spans of subjects, neither of which were 

controlled here, may also contribute to the latency variability. 

Though relatively short, the latencies are sufficiently long to allow for a cortically 

mediated compensatory response (see Guenther et al., 2006 for discussion) and are much 

longer than brainstem-mediated auditory perioral reflex responses (McClean and Sapir, 

1981). A recent study used transcranial magnetic stimulation to demonstrate motor 

cortical involvement in phonetically specific compensation to jaw perturbation with a 

latency of approximately 85 ms but not during short-latency perioral reflex responses 

with an 18 ms latency (Ito et al., 2005).  

The faster response to downward relative to upward F1 shifts during /ɛ/ 

production noted here has been reported previously (Purcell and Munhall, 2006b). While 

not conclusive, F1 may provide a more robust cue for distinguishing /ɛ/ and /ɪ/ than for /ɛ/ 

and /ӕ/ (Clopper et al., 2005), suggesting the downward F1 shift toward /ɪ/ is more likely 

to produce a phonemic or lexical categorical error than the upward shift toward /ӕ/, even 

if the acoustic difference is the same. The faster response to the downward shift may 

therefore reflect greater lexical saliency. The impact of lexical saliency on compensatory 

responses is supported by a recent report describing the effects of F0 shift direction when 
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unexpected perturbations were delivered between Mandarin bi-tonal disyllables. Shifts in 

the direction opposite the intended inter-syllabic tonal transition resulted in shorter 

latencies and larger compensations than did shifts in the same direction (Xu et al., 2004).  

4.7.2 The auditory feedback control network 

According to the DIVA model, perturbation of F1 feedback causes a mismatch between 

the auditory expectation for the current syllable and the auditory signal fed back to the 

subject (Guenther et al., 2006). This mismatch leads to activation of auditory error cells 

in the posterior superior temporal gyrus, including the planum temporale, a prediction 

strongly supported by the bilateral peri-Sylvian activation noted in the shift – no shift 

contrast (Figure 4-5A). Increased bilateral activation of posterior temporal regions during 

perturbed speech is consistent with previous results from imaging studies of pitch 

perturbation (McGuire et al., 1996, Zarate and Zatorre, 2005, Fu et al., 2006). Imaging 

studies of the effects of auditory feedback disruption, including delayed auditory 

feedback (Hirano et al., 1997, Hashimoto and Sakai, 2003) and noise masking 

(Christoffels et al., 2007), have also demonstrated bilateral activation of posterior 

superior temporal gyrus, providing further support that auditory error is represented in 

these regions.  

Numerous lines of evidence support the hypothesis that the expected sensory 

consequences of articulatory movements and the resulting auditory feedback are 

compared in posterior temporal cortex. Portions of posterior left planum temporale and 

lateral posterior superior temporal gyrus bilaterally have been shown to respond during 

both speech perception and speech production in several studies (Hickok et al., 2003, 
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Buchsbaum et al., 2005). Bi-directional functional connections between inferior frontal 

and posterior temporal cortex have been demonstrated in vivo using cortico-cortical 

evoked potentials in humans (Matsumoto et al., 2004). Attenuation of the posterior 

auditory cortex responses during self-produced speech has been shown in a number of 

studies (Paus et al., 1996, Numminen and Curio, 1999, Numminen et al., 1999, Curio et 

al., 2000, Houde et al., 2002). Similar modulation of somatosensory responses to self 

generated movements (Blakemore et al., 1998) has been interpreted as evidence that an 

efference copy from motor to sensory cortex encodes the expected sensory consequences 

of upcoming movements (Blakemore et al., 2000, Wolpert and Flanagan, 2001). 

According to these theories, an efference copy of the outgoing motor plan attenuates the 

regions of sensory cortex responsive to the expected sensory feedback. In doing so, the 

efference copy effectively “cancels” the sensory feedback response resulting from the 

movement. Support for this mechanism in the auditory domain has recently been 

demonstrated using magnetoencephalography (MEG) to measure modulations of the 

magnetic fields generated by auditory cortical neurons. Heinks-Maldonado et al. (2006) 

demonstrated attenuation of auditory cortex during self-produced speech that was 

modulated by how closely the auditory feedback matches expected feedback. Greater 

attenuation of auditory cortical responses was noted when speakers heard normal rather 

than pitch-shifted auditory feedback. Work in monkeys has shown how precise the 

efference copy-induced attenuation of auditory cortex may be. Single unit recordings 

from monkey auditory cortex demonstrated pre-vocalization suppression of primary 

auditory and lateral belt neurons that was tightly linked to the subsequent vocal output 
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(Eliades and Wang, 2005). Our current findings are consistent with these studies which 

collectively support the view that higher-level auditory cortical regions include auditory 

“error” cells that encode the difference between actual and expected auditory feedback 

during vocalization. 

The DIVA model also predicts bilateral ventral precentral gyrus activation in the 

shift – no shift contrast, reflecting corrective commands sent from auditory error cells to 

the bilateral ventral motor cells that drive compensatory articulator movement (see Figure 

2-4B; Guenther et al., 2006). The shift – no shift experimental results, however, revealed 

ventral precentral activation only in the right hemisphere in the shift – no shift contrast. 

Subsequent laterality tests on the ventral frontal responses revealed: (i) under normal 

auditory feedback conditions, control of the articulators is predominantly left lateralized, 

a finding noted previously for overt speech (Riecker et al., 2000a, Sidtis et al., 2006b, 

Ghosh et al., 2008), (ii) feedback-based articulator control relies on significantly greater 

involvement of right hemisphere ventral frontal regions, especially premotor and inferior 

frontal cortex (discussed further below), and (iii) in addition to the motor projections 

previously hypothesized (Guenther et al., 2006), auditory error cells appear to project to 

premotor and inferior prefrontal cortex in the right hemisphere. These conclusions were 

supported by structural equation modeling which revealed increased effective 

connectivity from left posterior temporal cortex to right posterior temporal and ventral 

premotor cortex. Reciprocal connectivity between right posterior superior temporal gyrus 

and ventral motor cortex, though significant in both conditions, increased only modestly. 

Right posterior temporal cortex may exert additional influence over motor output via a 
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connection through right inferior frontal gyrus, par triangularis (BA 45), which increased 

significantly in response to shifted feedback.  

4.7.3 Implications for the study of normal and disordered speech production 

The current findings shed light on a perplexing issue in speech and language 

neuroscience. Functional imaging of speech production typically results in bilateral pre-

frontal and sensorimotor activation (e.g. Wise et al., 1999, Bohland and Guenther, 2006, 

Ozdemir et al., 2006, Soros et al., 2006). These findings appear to conflict with the large 

body of lesion data that supports the traditional view of left hemisphere dominance of 

speech production (Duffy, 1995, Dronkers, 1996, Kent and Tjaden, 1997, Hillis et al., 

2004). The present results reconcile these findings: while both hemispheres contribute to 

speech production, feedforward control is predominantly subserved by the left 

hemisphere whereas auditory feedback control is subserved by right hemisphere frontal 

regions. Inferior frontal lesions in the left hemisphere are therefore more likely to disrupt 

stored feedforward speech motor commands, resulting in disordered speech since the 

feedforward control system is more crucial for fluent speech than the auditory feedback 

control system (cf. Neilson and Neilson, 1987).  

The conclusion that auditory feedback control relies more heavily on 

contributions from the right hemisphere is consistent with findings from neuroimaging 

studies of by pitch perturbation studies that have shown greater activation in inferior 

frontal cortex Fu et al. (2006) and right posterior temporal cortex (McGuire et al., 1996). 

In another recent fMRI study, Toyomura et al. (2007) used a sparse image acquisition 

paradigm similar to the one described in this report to investigate the neural correlates of 
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auditory feedback control of F0. Twelve right-handed subjects could hear their own 

auditory feedback through headphones while vocalizing /a/ for five seconds. On a subset 

of trials a two semi-tone F0 shift was induced. The laterality of activations resulting from 

a comparison of the shifted and normal feedback conditions is striking: the shift – no shift 

contrast feedback condition resulted in significant responses in dorsal inferior frontal 

gyrus, pars opercularis, frontal operculum, posterior superior temporal gyrus (probably 

planum temporale), anterior supramarginal gyrus, and intraparietal sulcus only in right 

hemisphere. A portion of the precentral gyrus dorsal to its junction with the inferior 

frontal sulcus was the only activation noted in the left hemisphere. Since specific tests of 

laterality were not performed, it cannot be determined whether the hemispheric 

differences were significant. The authors concluded that the feedback control of pitch is 

primarily influenced by the right hemisphere. However, the current findings suggest that 

auditory feedback control of speech, in general, involves a greater contribution from the 

right hemisphere than does feedforward control. 

In the absence of baseline contrasts for the two speaking conditions and explicit 

tests for hemispheric differences, it is difficult to draw conclusions regarding the 

discrepancy between the laterality of precentral activation reported by Toyomura et al. 

(2007) study and results from the auditory perturbation experiment described above. It 

should be noted that the right dorsal inferior frontal activation noted by Toyomura et al. 

(2007) overlaps with the right precentral/posterior inferior frontal activation in the shift – 

no shift contrast noted here (see Figure 4-5), making comparisons of ventral premotor 

responses particularly difficult. However, further evidence for a specific, right-lateralized 
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premotor/inferior frontal cortex contribution to auditory feedback control is given by 

recent data from another study of brain responses to real-time F0 shifts during speech 

production using MEG (Houde and Nagarajan, 2007). Correlations between 

compensation magnitude and cortical magnetic fields revealed the strongest coupling in 

the dorsal premotor cortex of the right hemisphere, overlapping with the region of 

activation shown above in Figure 4-5. Finally, asymmetric premotor contributions to 

feedforward and feedback motor control were also recently noted in a visuomotor 

tracking experiment involving arm movements (Grafton et al., 2008). BOLD responses 

were measured while subjects learned to control movements of a cursor on a screen via 

an arm rotation. The function relating arm rotation to cursor movements alternated with 

each successive trial. Brain responses were correlated with measures of feedforward and 

feedback learning and motor error. The data revealed a strong correlation between 

feedforward learning and activation in the left dorsal premotor cortex. Right ventral 

premotor cortex, on the other hand, was strongly correlated with measures of feedback 

learning. Interestingly, BOLD response correlations with motor error demonstrated 

activation of the right, but not left, cerebellar cortex. This was accompanied by activation 

in right, but not left, dorsolateral prefrontal and premotor cortex, frontal/Rolandic 

operculum and the anterior insula. Thus there is evidence that the laterality of 

feedforward and feedback learning in motor control may generalize beyond the speech 

domain.  

The implications of feedforward and feedback motor control of speech may be 

relevant to the study and treatment of stuttering. Neuroimaging studies of speech 
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production in persons who stutter consistently demonstrate increased right hemisphere 

activation in the precentral and inferior frontal gyrus regions identified in the shift – no 

shift contrast of the current study relative to normal speakers (see Brown et al., 2005 for 

review). It has been hypothesized that stuttering involves excessive reliance upon 

auditory feedback control due to poor feedforward commands (Max et al., 2004). The 

current findings provide support for this view: auditory feedback control during the 

perturbed feedback condition, clearly demonstrated by the behavioral results, was 

associated with increased activation of right precentral and inferior frontal cortex. 

According to this view, the right hemisphere inferior frontal activation is a secondary 

consequence of the root problem, which is aberrant performance in the feedforward 

system. Poor feedforward performance leads to auditory errors that in turn activate the 

right-lateralized auditory feedback control system in an attempt to correct for the errors 

This hypothesis is consistent with the affects of fluency-inducing therapy on BOLD 

responses; successful treatment has been associated with a shift toward more normal, left-

lateralized frontal activation (De Nil et al., 2003, Neumann et al., 2005).  

Left-lateralized feedforward control may similarly impact the study and treatment 

of apraxia of speech (AOS). Lesions associated with AOS are predominantly located in 

the left hemisphere (Duffy, 2005), and particularly affect ventral BA 6 and 44 (ventral 

precentral gyrus, posterior inferior frontal gyrus, frontal operculum) and the underlying 

white matter. The current findings corroborate characterizations of AOS as a disruption 

of the use and development of speech motor programs (Ballard et al., 2000, McNeil et al., 

2007) 
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4.7.4 Implications for the DIVA model 

The results of the auditory perturbation study provide strong evidence that ventral motor, 

premotor and adjacent inferior frontal activation is left-lateralized during speech 

production under normal conditions (see Figure 4-6 and Figure 4-8). In another fMRI 

study by our group, left-lateralized ventral premotor activation was also demonstrated 

during production of simple /V/ and /CV/ syllable productions (Ghosh et al., 2008). 

When auditory feedback was perturbed, a right-lateralized increase of ventral premotor 

cortex activity was noted. These findings are interpreted as evidence that the left 

hemisphere plays a predominant role in feedforward control of speech production 

whereas auditory feedback control is predominantly a function of the right hemisphere 

premotor and adjacent inferior frontal cortex. There is mounting evidence from studies of 

compensatory motor control of speech (Houde and Nagarajan, 2007) and reaching 

movements (Grafton et al., 2008) that supports this interpretation, particularly with 

respect to asymmetric ventral premotor/posterior inferior frontal involvement in 

feedforward and feedback control. 

Based on these findings, lateralized premotor control maps have been added to the 

DIVA model (Figure 4-10, boxes highlight in red). A Feedback Control Map is 

hypothesized to lie in the dorsal portion of right posterior inferior frontal gyrus and 

ventral premotor cortex and (Figure 4-11). The Feedback Control Map receives 

projections from bilateral sensory association cortex that encode sensory error (cf. Figure 

4-9). Projections from the Feedback Control Map to bilateral Articulator Velocity Maps 

in ventral motor cortex transform these error signals into feedback-based articulator 
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velocity signals (Equation 11 in Section 2.3.3) that contribute to the outgoing motor 

command (Equation 2 in Section 2.3.2). The location of the Feedback Control Map in 

MNI space (Figure 4-11) was based on the peak ventral premotor activation noted in the 

shift – no shift contrast (see Figure 4-5). The addition of the Feedforward Control Map, 

in its current form, does not impact the functional behavior of the DIVA model.  

 

 
Figure 4-10. Updated DIVA model. 
Based on the results of imaging studies of unexpected feedback perturbations, Feedforward and Feedback 
Control Maps (indicated by red outlines) located in left ventral premotor and right ventral premotor/inferior 
frontal cortex , respectively, were added to the model. 
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A Feedforward Control Map is hypothesized to be distributed within left ventral 

premotor cortex (Figure 4-11). Cells of the Feedforward Control Map are hypothesized 

to represent articulatory gestures(cf. Browman and Goldstein, 1989). Projections from the 

Speech Sound Map, to the Feedforward Control Map represent a gestural score (see 

Section 2.3.1) for a learned speech sound. The Speech Sound Map inputs result in 

activation of cells in the Feedforward Control Map that collectively encode the motor 

programs for a speech sound. Projections from Feedforward Control Map cells to 

Articulator Velocity Maps in bilateral ventral motor cortex transform the motor gesture 

representations into articulator velocity signals (Equation 12 in Section 2.3.4) that 

contribute to the feedforward component of the outgoing motor command (Equation 2 in 

Section 2.3.2). 

4.7.5 Additional regions to be incorporated 

The activation of right inferior frontal gyrus pars triangularis (IFt), left posterior middle 

temporal gyrus, and right inferior cerebellum noted in the shift – no shift contrast were 

not predicted and did not reach a corrected significance threshold. However, their 

activation is noteworthy when considered with respect to other findings. The greater right 

IFt response during shifted feedback is consistent with the finding of increased BOLD 

response in this region when auditory feedback was delayed during speech production 

(Hashimoto and Sakai, 2003). The IFt increase was accompanied by increased right pSTg 

activation. A strikingly similar pattern of right hemisphere activation was also noted 

when listening to unfamiliar vs. familiar voices (Kriegstein and Giraud, 2004). Greater 

activation was noted near the right inferior frontal sulcus and posterior superior temporal  
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Figure 4-11. Neuranatomical locations of updated DIVA model. 
Based on the results of the auditory feedback perturbation experiment, Feedback (FB) and Feedforward 
(FF) Motor Control Maps were add to right ventral premotor/posterior inferior frontal and left ventral 
premotor cortex, respectively. To accommodate additional sites, the motor and somatosensory articulator 
representations are labeled as a group by the symbols representing the Articulator Velocity, Motor Position, 
and Somatosensory State Maps, S, MM  and ,& , respectively. See the caption of Figure 2-6 for further 
description of the plotting method and additional abbreviations. 
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gyrus/sulcus during the unfamiliar voice condition. A functional interaction between 

these regions was demonstrated only when unfamiliar voices were presented. Other 

studies have shown right inferior frontal activation when sensory input dictates alteration 

of a pre-set motor response, e.g., successful response inhibition or rapid switching of an 

ongoing task (see Aron et al., 2004 for review) and detection of rare (“oddball”) sensory 

stimuli (Stevens et al., 2000). In general, right inferior frontal cortex appears to respond 

when sensory inputs dictate the need for increased sensorimotor processing, either due to 

the task definition as in the Stevens et al. (2000) oddball study or to the detection of 

performance errors (as in perturbed auditory feedback during speech). In the current 

study, this activity may contribute to auditory feedback control by increasing the 

influence of sensory input on the motor output system.  

Activation of right cerebellar lobule VIII has been associated with increased 

sequence complexity (Bohland and Guenther, 2006) and limb motor task complexity 

(Habas et al., 2004, Habas and Cabanis, 2006). This area has also been associated 

specifically with motor error correction, becoming active when unexpected execution 

errors were induced during a reaching task (Diedrichsen et al., 2005). This result is 

consistent with the present finding of increased lobule VIII activation when sensory error 

was introduced. 

Activation in the left hemisphere posterior middle temporal cortex was found near 

the temporal-occipital junction in the shift – no shift comparison. This region has been 

hypothesized to serve as a lexical store (Indefrey and Levelt, 2004, Prabhakaran et al., 

2006). Increased activation during the perturbation condition may therefore be the result 
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of the F1 shift causing the speaker to hear an unanticipated word (e.g., /bɪd/ instead of 

/bɛd/). Further study is required to incorporate this region and the inferior cerebellum into 

a comprehensive model of auditory feedback control. 
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CHAPTER 5 

CONCLUSIONS AND FUTURE DIRECTIONS 

This dissertation described efforts to advance our understanding of speech motor control 

by combining computational modeling and functional neuroimaging. The DIVA model of 

speech acquisition and production has proven to be a valuable tool for the study of the 

mechanisms underlying normal (Callan et al., 2000, Perkell et al., 2000, Perkell et al., 

2004a, Perkell et al., 2004b, Lane et al., 2007, Perkell et al., 2007, Villacorta et al., 2007) 

and disordered speech (Max et al., 2004, Robin et al., 2008, Terband et al., 2008). The 

utility of the model is rooted in its expression as a neural network. As such, the model 

provides a substrate for generating predictions that are well-suited for empirical testing. 

Importantly, the model’s development has been constrained to biologically plausible 

mechanisms. Thus, as DIVA has come to account for a wide range of speech production 

phenomena (e.g., Guenther, 1994, Guenther, 1995, Guenther et al., 1998, Callan et al., 

2000, Nieto-Castanon et al., 2005), it does so from a unified and neurobiologically 

realistic framework. 

 The study of speech motor control has also benefited greatly from the advent of 

non-invasive functional neuroimaging techniques (Belliveau et al., 1992, Kwong et al., 

1992, Ogawa et al., 1993). Still in its relative infancy, functional imaging has already 

provided some consensus regarding the network of brain regions involved in speech 

production (e.g. Turkeltaub et al., 2002, Indefrey and Levelt, 2004). An understanding of 

the role played by each region, how they interact, and the breakdowns that result in 
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speech disorders, like imaging itself, however, is in its infancy. An obstacle to further 

advancement has been the lack of a cohesive theoretical framework from which to 

interpret the tremendous amount of imaging data currently available and to guide the 

design of future investigation. The DIVA model, because it is a neurobiologically 

plausible neural network, is particularly well-suited for this purpose. The principal aim of 

work described in this report was to advance our understanding of the auditory feedback 

control of speech. In pursuing this goal, the foundations necessary for the efficient 

application of the DIVA model to the design and interpretation of neuroimaging studies 

of speech motor control were developed. 

 The first step in this effort, described in Chapter 2, was the neuroanatomical 

specification of DIVA model components. This was guided by relevant input from 

behavioral, neuroanatomical, neurophysiological, and neuroimaging data. The model 

components were mapped to appropriate locations in the MNI stereotactic reference 

frame and a method for plotting model cell activities in MNI space was developed. As a 

result, simulations of various speaking conditions with the DIVA model can now be used 

to generate both behavioral and neural response predictions that can be compared to 

experimental data. An additional consequence of this work was the emergence of a 

functional neuroanatomical atlas of speech motor control, represented in Figure 4-10 and 

Figure 4-11. Future work will address missing elements of this functional atlas (e.g., 

regions involved in chunking and sequencing speech motor programs), and it will 

continue to evolve with additional experimental and theoretical work. 
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The second step in applying the predictive power of the DIVA model to 

functional imaging experiments was the development of a neuroanatomical parcellation 

system geared toward studies of speech processes. A set of anatomically-defined regions 

of interest (ROIs) that encompass the entire brain is described in Chapter 3. This 

development permits the comparison of functional responses from like anatomical 

regions in each subject. This ROI-based method of functional imaging data, by 

accounting for inter-subject anatomical variability, greatly improves statistical sensitivity 

over standard voxel-based techniques. To the degree possible, regional boundaries were 

chosen to approximate putative functional distinctions.  

An important goal of future work is to further refine and improve upon the 

functional relevance of these distinctions. For instance, there is growing evidence that 

dorsal inferior frontal gyrus par opercularis, specifically the area within the inferior 

frontal sulcus, plays a role in speech motor control that is distinct from ventral portions of 

the inferior frontal gyrus (Bohland and Guenther, 2006). In its present form, the ROI 

system fails to capture this functional distinction. However, the designation of an ROI 

representing the inferior frontal sulcus is a straightforward modification to the current 

system. (Grafton et al., 2008)Similarly, studies of motor learning (Imamizu et al., 2000, 

Nezafat et al., 2001, Miall and Jenkinson, 2005, O'Reilly et al., 2008) suggest that the 

designation of additional cerebellar ROIs is necessary to capture functional distinctions.  

The methods described above were applied to the study of auditory feedback 

control of speech. An fMRI experiment was conducted to measure the brain’s response to 

unexpected perturbations of auditory feedback during speech production. These 
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experimental responses were compared to predicted responses based on simulations of 

the DIVA model. According to the model, unexpected auditory feedback during speech 

production should result in activation of Auditory Error Map cells in bilateral posterior 

superior temporal gyrus. The resulting error signals in turn should lead to increased 

activation of Motor Velocity and Position Map cells in bilateral ventral precentral gyrus 

that drive compensatory articulator movements. These predictions, illustrated by the 

activation shown in Figure 4-5B, served as a guide for the interpretation of imaging 

results. 

Collectively, the behavioral and imaging results presented in Chapter 4 provide 

important advancements to our understanding of the role of sensory feedback in on-line 

control of vocalization and the network of brain regions that support this control. Several 

key aspects of the DIVA model were supported by this investigation: (i) the brain 

contains auditory error cells that signal differences between a speaker's auditory target 

and the incoming auditory signal during speech; (ii) these error cells are located in the 

posterior superior temporal gyrus bilaterally; and (iii) unexpected perturbation of a 

speaker's auditory feedback results in a compensatory articulatory response within 

approximately 108-165 ms of the perturbation onset. The behavioral finding is notable as 

it is the first demonstration of a segmental compensatory response that is fast enough to 

correct ongoing speech production. The correction of abrupt, transient perturbation of 

suprasegmental feedback content on a similar time scale has been demonstrated 

previously (e.g., Burnett et al., 1998, Natke and Kalveram, 2001, Natke et al., 2003). 

While segmental compensation has been reported, (Purcell and Munhall, 2006b), the 
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response latency was too long to enable on-line corrections. The slow response reported 

by Purcell and Munhall was expected consequence of an experimental procedure that 

maximized response magnitude. The findings reported here, then, are the first to evidence 

closed-loop auditory feedback-based control of segmental parameters within the normal 

time scale of a single speech segment. 

The fMRI results indicated that, in the absence of feedback error, articulator 

control was left-lateralized in the frontal cortex. When an auditory feedback error was 

introduced via the F1 shift, right hemisphere frontal regions, particularly ventral 

precentral and inferior frontal cortex, were recruited to participate in corrective articulator 

movements. These findings suggest that while both hemispheres contribute to speech 

production, feedforward control is predominantly subserved by the left hemisphere 

whereas auditory feedback-based control is subserved by right hemisphere frontal 

regions. The demonstration of lateralized feedforward and feedback motor control is 

supported by the results of recent studies of speech (e.g., Houde and Nagarajan, 2007, 

Tourville and Guenther, 2007, Toyomura et al., 2007, Grafton et al., 2008) and limb 

movement (Grafton et al., 2008) control. Notably, each of these studies also found 

evidence for a right-lateralized lateral premotor/posterior inferior frontal contribution to 

feedback-based motor control. Accordingly, lateralized Feedforward and Feedback 

Control Maps within left and right premotor/inferior frontal cortex, respectively, have 

been added to the DIVA model (see Figure 4-11).  

An exciting consequence of these results is the potential impact on the study and 

treatment of speech disorders. For instance, the current findings support the theory that 
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stuttered speech, which is associated with increased right lateral frontal brain activity, is 

due to an over-reliance on auditory feedback-based control. Likewise, the findings also 

support the assertion that adult-onset apraxia of speech, a disorder typically associated 

with damage to the left posterior inferior frontal region, is the result of disrupted 

feedforward speech motor programs (Ballard et al., 2000, McNeil et al., 2007). Further 

study of the contributions of the left and right lateral frontal regions during both normal 

and disordered speech could accelerate the development of efficient treatment paradigms. 

Questions also remain regarding the interaction between lateralized frontal 

regions and bilateral sensory regions. As discussed above, the data are consistent with 

DIVA-predicted projections from left-lateralized premotor cells to bilateral auditory 

cortex that encode sensory expectations. The data also suggest that projections from 

bilateral auditory cells to right premotor cortex encode auditory error. The anatomical 

pathways that support these mechanisms are not fully understood. Further study of the 

information conveyed by those projections is also necessary. Studies have begun to 

explore the putative sensory expectation projections from lateral frontal cortex to 

auditory cortex, establishing an inhibitory effect linked to ongoing articulator movements 

(e.g., Heinks-Maldonado et al., 2006). A clear understanding of the units of this 

inhibitory input, (e.g., is it an acoustic, articulatory, phonological, etc., representation) 

nor those of the error maps themselves is yet to be established and begs further research.  
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