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NEUROIMAGING AND COMPUTATIONAL MODELING OFSYLLABLE SEQUENCE PRODUCTION(Order No. )JASON W. BOHLANDBoston University Graduate S
hool of Arts and S
ien
es, 2007Major Professor: Frank H. Guenther, Asso
iate Professor of Cognitiveand Neural SystemsAbstra
tFluent spee
h involves produ
ing sound sequen
es that are 
omposed from a �-nite alphabet of learned words, syllables, and phonemes. The brain thus requiresma
hinery to organize and ena
t properly ordered and timed motor 
ommand se-quen
es that 
orrespond to the desired phonologi
al plan. This dissertation seeks toprovide an enhan
ed me
hanisti
 understanding of this system through a 
ombina-tion of 
omputational neural modeling and neuroimaging.The �rst portion of the dissertation des
ribes an experiment using sparse event-triggered fun
tional magneti
 resonan
e imaging (fMRI) to measure brain responsesdue to preparation and overt produ
tion of non-lexi
al three syllable sequen
es ofvarying 
omplexity. The network of brain regions related to initiation, motor ex-e
ution and hearing one's own voi
e was found to in
lude the primary motor andsomatosensory 
orti
es, auditory 
orti
es, supplementary motor area (SMA), insula,and portions of the thalamus, basal ganglia, and 
erebellum. Additional stimulus
omplexity led to in
reased engagement of the basi
 spee
h network and re
ruitmentof additional areas known to be involved in 
ontrol of non-spee
h motor sequen
es,in
luding the left hemisphere inferior frontal sul
us region and posterior parietal 
or-tex, and bilateral regions at the jun
tion of the anterior insula and frontal oper
ulum,v



the pre-SMA, basal ganglia, anterior thalamus, and 
erebellum.These experimental results as well as previous 
lini
al, behavioral, and imagingdata were used to guide the development of a neural model of spee
h syllable sequen
-ing based on a "
ompetitive queuing" ar
hite
ture. The new GODIVA (GradientOrder DIVA) model extends the DIVA model of spee
h produ
tion, whi
h des
ribeshow individual spee
h items are learned and produ
ed, to in
lude expli
it parallelrepresentations for forth
oming utteran
es. GODIVA posits detailed neuroanatom-i
al substrates and neurobiologi
ally plausible me
hanisms for its 
omponents. Themodel 
an thus a

ount for a database of 
lini
al and neuroimaging results beyondthe s
ope of previous non-biologi
al models.Finally, preliminary e�orts using magnetoen
ephalography (MEG) and surfa
eele
tromyography (EMG) to obtain neuroimaging data that 
omplements fMRI re-sults and o�ers further modeling 
onstraints are des
ribed. A novel algorithm wasapplied to dete
t neural sour
e 
omponents that 
ould be used to reliably dis
rimi-nate between stimuli that ne
essitated the preparation of one, two, or three syllableplans.
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Chapter 1INTRODUCTIONThis dissertation des
ribes three distin
t but 
omplementary investigations, ea
hhaving the ultimate goal of a
hieving a more 
omprehensive understanding of theneural pro
esses that underlie the preparation and produ
tion of syllable sequen
es.Fluent spee
h produ
tion requires phonemes and syllables to be arranged sequen-tially to form a 
oherent arti
ulatory plan. It is in the 
onsideration of this typeof problem where �high-level� studies of spee
h planning and, more generally, lan-guage formulation, interse
t with �low-level� theories of motor 
ontrol for spee
harti
ulation. While ea
h of these sub-�elds has been studied in some detail, theyhave remained largely distin
t. Furthermore, the vast majority of theoreti
al modelsdeveloped to des
ribe spee
h and language at either level have not addressed theunderlying neural ma
hinery that is ultimately responsible for the behaviors underexamination.The approa
h taken in this dissertation pla
es parti
ular emphasis on the neuralsubstrates responsible for planning and produ
ing spee
h sequen
es. The problemof serial order is of prin
iple importan
e, and it is hypothesized (following Lashley,1951) that speakers plan syllable sequen
es in parallel in a phonologi
al spa
e priorto the sele
tion and initiation of 
orresponding sensorimotor programs. The 
ombi-nation of fun
tional magneti
 resonan
e imaging (fMRI), magnetoen
ephalography(MEG), and 
omputational neural modeling is used to examine the questions of howsu
h sequen
es 
an be represented and ena
ted, and where in the brain the relevant1



2representations and transformations 
an be found. This approa
h also seeks to unifymultiple datasets and multiple theoreti
al and 
omputational ideas. The primaryresult is a formal model that 
an simulate various aspe
ts of serial spee
h produ
-tion, that proposes neural representations for spee
h 
odes and their serial order,and that suggests what neural 
omputations are performed during these behaviors.This model, itself informed by fun
tional imaging results, 
an furthermore be usedto generate experimental predi
tions to be tested by the appli
ation of these sameexperimental te
hniques.1.1 Fun
tional neuroimagingThe development of non-invasive te
hnologies for measuring human brain fun
tionsu
h as positron emission tomography (PET), fun
tional magneti
 resonan
e imaging(fMRI), ele
troen
ephalography (EEG), and magnetoen
ephalography (MEG) hasled to a vast in
rease in the quantity and quality of neurologi
al data available tothe resear
h 
ommunity. Be
ause spee
h is a behavior restri
ted only to humans(although modest parallels might be drawn to other animals su
h as the songbird;e.g. Doupe and Kuhl, 1999), single- or multi-unit neurophysiologi
al re
ordings areonly available in rare 
ir
umstan
es, for example in Parkinson's Disease patientsundergoing surgi
al implantation of stimulation units (e.g. Watson and Montgomery,2006). The relative pau
ity of su
h dire
t measurements, whi
h have been frequentlyused in the examination of other neural systems, means that neuroimaging methodsare of 
riti
al importan
e in the study of spee
h and language.The experimental portion of the resear
h des
ribed in this dissertation makesuse of fMRI and MEG methods. Blood oxygenation level dependent (BOLD) fMRI(Ogawa et al., 1992; Kwong et al., 1992) provides an indire
t measure of neurala
tivity during the performan
e of a task. The BOLD signal is based on relative



3proportions of oxygenated and deoxygenated hemoglobin in blood vessels in thebrain. These proportions are related to lo
al neuronal a
tivity be
ause 
onsumptionof metaboli
 resour
es by a
tive neurons leads to a lo
al in
rease in blood �ow tothat region (Roy and Sherrington, 1890). This hemodynami
 response delivers anoversupply of oxygenated blood (Fox and Rai
hle, 1986), resulting in a net de
reasein the paramagneti
 agent deoxyhemoglobin, leading to the net in
rease in BOLD
ontrast typi
ally observed during task performan
e (relative to a rest 
ondition) infMRI experiments.Fun
tional MRI methods are able to deliver measurements with high spatial res-olution relative to other brain imaging te
hniques. On the other hand, be
ause theBOLD signal is based on the relatively slow hemodynami
 response, the method 
annot o�er parti
ularly �ne temporal resolution. Magnetoen
ephalographi
 methodsexhibit the opposite resolution pro�le: high temporal but limited spatial resolution.MEG measures magneti
 �elds outside the skull produ
ed by syn
hronized neuronal
urrents �owing within pyramidal 
ells in the 
ortex. Be
ause magneti
 �elds areinstantaneously related to 
urrent densities (by Maxwell's equations), the inherenttemporal resolution of the te
hnique is limited only by the measurement devi
esthemselves. In pra
ti
e, the sampling rate of MEG data 
an be above 1 kHz, andthus su
h data provide the opportunity to examine �ne temporal and / or spe
tral
hara
teristi
s of 
orti
al responses during di�erent tasks. The ability to lo
alize theneural sour
es responsible for su
h responses, however, is limited by the ill-posednature of the MEG inverse problem. Be
ause of the re
ipro
al spa
e-time resolutionpro�les of these two te
hniques, it appears to be advantageous, in terms of under-standing neural me
hanisms, to 
olle
t measurements using both modalities. Theexamination of brain responses during overt speaking tasks, however, raises method-ologi
al di�
ulties with either te
hnology; su
h potential problems are spe
i�
ally



4addressed in the design of the experiments herein.1.2 Neural modelingThe explosion of fun
tional brain imaging studies in re
ent years has provided im-portant data points to resear
hers in the spee
h and neuros
ien
e 
ommunities, butthese data in isolation are not su�
ient to des
ribe a 
omplex neural system likethe one responsible for planning and produ
ing spee
h. A better understanding ofthe pre
ise nature of neural representations and 
omputations in a parti
ular sys-tem 
an be a
hieved through the development of 
omputational neural models whose
omponents mimi
 the a
tivity of neurons or groups of neurons in individual brainregions. To be su

essful, su
h models must assume the 
onstraints from the knownneurophysiology of parti
ular brain regions, and from the known 
onne
tivity be-tween these regions. Su
h models 
an provide a 
oherent framework within whi
h toexplore neural pro
esses and to interpret experimental observations.This approa
h has led to the previous development of su
h a neural model, theDIVA (Dire
tions Into Velo
ities of Arti
ulators) model of spee
h produ
tion (Guen-ther, 1994, 1995; Guenther et al., 1998, 2006), whi
h des
ribes spee
h motor 
ontroland a
quisition. The modeling work presented here extends the DIVA model to al-low for expli
it parallel planning of multiple spee
h sounds prior to their produ
tion.In so doing, the extended model draws heavily on previous theoreti
al work in thegeneral study of sequen
e memory and re
all, whi
h has led to the establishmentof 
ompetitive queuing (Grossberg, 1978a,b; Houghton, 1990; Bullo
k and Rhodes,2003) as a biologi
ally plausible neural ar
hite
ture for representing the order andidentity of items to be re
alled sequentially.



51.3 Organization of dissertationThe remainder of this dissertation is organized into three 
hapters 
ontaining thebody of the resear
h, followed by a 
hapter that summarizes the present 
ontributionsand identi�es possible future dire
tions for related resear
h. Ea
h of Chapters 2-4in
ludes a review of pertinent data and previous theories, models, or methods. Thereis inevitably some degree of repetition in these dis
ussions a
ross the three main
hapters.Chapter 2 des
ribes an experimental study of syllable sequen
e produ
tion thatwas performed using fMRI. This study reveals how di�erent 
orti
al and sub
orti
albrain regions respond to added 
omplexity in simple non-lexi
al spee
h sequen
esduring both preparation only and overt produ
tion 
onditions. The results are dis-
ussed in the broad 
ontext of the previous relevant experimental and 
lini
al resultsfor ea
h region of interest in this study, and me
hanisti
 interpretations of the variousobserved response pro�les are explored.Chapter 3 presents the development of a biologi
ally-plausible 
omputational neu-ral model of syllable sequen
e planning and produ
tion. This model embeds various
omputational proposals, with an emphasis on 
ompetitive queuing, into a realisti
and well-spe
i�ed ar
hite
ture with parti
ular modules determined on the basis ofthe fMRI experiment des
ribed above, as well as previous �ndings. This model isformally spe
i�ed by a set of equations, and simulations show that it is 
apable ofrepresenting and �reading out� arbitrary syllable sequen
es. The model interfa
eswith the 
urrent DIVA model of spee
h produ
tion by sele
ting and a
tivating ap-propriate stored sensorimotor programs in the appropriate order.Chapter 4 explores the use of magnetoen
ephalography as a tool in the study ofspee
h sequen
e planning and produ
tion. Measuring MEG in overt spee
h produ
-tion tasks is problemati
 due to potential 
ontamination of the measured signal by



6mus
le related artifa
ts. By measuring surfa
e EMG simultaneously with MEG, itis shown, using a novel analysis method, that the time period just prior to a
tiva-tion of the lip mus
les (and to the onset of arti
ulation) 
ontains 
omponents that
an be used to di�erentiate between speaking 
onditions in whi
h one, two, or threesyllable utteran
es were planned. While this analysis is preliminary and more dataare needed, indi
ations are that MEG 
an provide additional information regardingsyllable sequen
e representations that 
ould be used in developing the modeling workfurther.Finally, in Chapter 5, the major 
ontributions of this work are summarized, andfurther resear
h is proposed to develop a more 
omprehensive understanding of theorganization of sequen
es of spee
h sounds and of spee
h produ
tion pro
esses ingeneral.



Chapter 2AN FMRI INVESTIGATION OF SYLLABLESEQUENCE PRODUCTION2.1 Introdu
tionFluent spee
h requires a robust serial ordering me
hanism to 
ombine a �nite setof dis
rete learned phonologi
al units (su
h as phonemes or syllables) into largermeaningful expressions of words and senten
es. Lashley (1951) posed the problemof serial order in behavior, asking how the brain organizes and exe
utes smooth,temporally integrated behaviors su
h as spee
h and rhythmi
 motor 
ontrol. Hisproposal for the �priming of expressive units,� or parallel, 
o-temporal a
tivationof the items in a behavioral sequen
e prior to exe
ution, has been supported instudies of spee
h produ
tion by bountiful data related to linguisti
 performan
eerrors (e.g. Ma
Kay, 1970; Fromkin, 1980; Gordon and Meyer, 1987), by rea
tiontime experiments (e.g. Klapp, 2003), and by the demonstration of anti
ipatory andperseveratory 
oarti
ulation (e.g. Ohman, 1966; Hard
astle and Hewlett, 1999).The problem of serial order in spee
h produ
tion 
an be 
onsidered at multiplelevels. Phonemes, for example, might be manipulated to form syllables and words,where ea
h phonemi
 token is learned and stored with 
orresponding auditory and/ororosensory 
onsequen
es (see, for example, the DIVA model of spee
h produ
tion;Guenther, 1995; Guenther et al., 1998, 2006, whi
h provides a 
omputational a
-
ount for how su
h tokens 
an be learned and produ
ed). Various resear
hers have7



8suggested, on the basis of rea
tion time data, that syllable- or word-sized tokens
an be learned su
h that they may be e�
iently exe
uted as single motor 
hunks,forming a mental syllabary (Levelt and Wheeldon, 1994; Levelt et al., 1999b; Cholinet al., 2006); these larger 
hunks might then serve as manipulable tokens for spee
hsequen
e planning.In addition to organizing sequen
es of planned sounds within a memory bu�er,spee
h produ
tion requires a me
hanism to initiate or release items to the motorapparatus at pre
ise times. Speakers 
an typi
ally produ
e up to six to nine syllables(20 to 30 segments) per se
ond, whi
h is faster than any other form of dis
rete motorbehavior (Kent, 2000). A system that 
oordinates the timed release of ea
h dis
reteitem in the planned sequen
e of spee
h is, therefore, of 
riti
al importan
e to �uentperforman
e.While the formulation of spoken language plans has been widely studied at a
on
eptual level (see e.g. Levelt, 1989; Levelt et al., 1999b), relatively little is knownabout the neural representations of those plans or about the 
orti
al and sub
orti
alma
hinery that guides the serial produ
tion of spee
h. Clini
al studies have suggestedthat damage to the anterior insula or neighboring inferior frontal areas (Dronkers,1996; Hillis et al., 2005; Tanji et al., 2001), supplementary motor area (Jonas, 1981,1987; Ziegler et al., 1997; Pai, 1999), basal ganglia (Pi
kett et al., 1998; Ho et al.,1998), or 
erebellum (Riva, 1998; Silveri et al., 1998) may lead to de�
its in se-quen
ing and/or initiation of spee
h plans. Su
h de�
its appear in various aphasias,apraxia of spee
h (AOS), and stuttering. Literal or phonemi
 paraphasias, in whi
h�well-formed sounds or syllables are substituted or transposed in an otherwise re
-ognizable target word� (Goodglass, 1993), are observed in many 
ases of aphasia,in
luding 
ondu
tion aphasia and Bro
a's aphasia. AOS, a spee
h-motor 
ondition1,1Apraxia of spee
h (AOS) as des
ribed by Darley et al. (1975) is a unique syndrome thata�e
ts motor spee
h produ
tion without diminished mus
le strength. AOS has been asso
iated



9has been attributed to damage to the left pre
entral gyrus of the insula (Dronkers,1996), as well as the inferior frontal gyrus, sub
orti
al stru
tures, or posterior tem-poral / parietal regions (Hillis et al., 2005; Pea
h and Tonkovi
h, 2004; Du�y, 1995).Ziegler (2002) presents an ex
ellent review of theoreti
al models of AOS. Thoughdi�erent in many ways, stuttering, whi
h a�e
ts approximately 1% of the adult pop-ulation in the United States, shares with AOS the trait of improper initiation ofspee
h motor programs without impairment of 
omprehension or damage to the pe-ripheral spee
h neuromus
ular system (Kent, 2000). Stuttering has also been linkedto de�
its in various phonologi
al memory tasks (Bosshardt, 1993; Ludlow et al.,1997; Hakim and Ratner, 2004; Anderson et al., 2006), suggesting that individualswho stutter may not be able to represent spee
h utteran
es with the same level ofquality as normal subje
ts.Only a small portion of the large fun
tional neuroimaging literature related tospee
h and language has dealt with overt spee
h produ
tion. Within that body,very few studies have expli
itly addressed sequen
ing demands during overt spee
h.Rie
ker et al. (2000b) examined brain a
tivations evoked by repetitive produ
tion ofstimuli of varying 
omplexity: 
onsonant-vowel syllables (CV's), CCCV's, CVCVCVnon-word sequen
es, and CVCVCV words. This study found that produ
tion ofnone of the stimulus types (
ompared to a resting baseline 
ondition) resulted insigni�
ant a
tivations in the SMA or insula; a
tivation was instead largely restri
tedto the primary sensorimotor areas. Only produ
tion of the CCCV stimulus led tosigni�
ant a
tivation of the 
erebellum. Also, produ
tion of the multi-syllabi
 itemsled to a more limited and lateralized expanse of a
tivation in the banks of the 
entralsul
us than did produ
tion of single syllables. These �ndings seem in
onsistent withwith phoneme substitution errors similar to literal paraphasias (e.g. Wertz et al., 1984). The notionof the existen
e of AOS as a unique disorder, however, has been 
ontroversial (see Helm-Estabrooks,2002) with some 
lini
ians arguing that the 
ondition a
tually re�e
ts arti
ulatory de�
its asso
iatedwith aphasia (e.g. Goodglass, 1993).



10the existing literature (
f. Indefrey and Levelt, 2000), and one motivation for thepresent study was to 
larify how additional 
omplexity in the spee
h stimulus a�e
tsneural a
tivity in the produ
tion network.Shuster and Lemieux (2005) 
ompared produ
tion (both overt and 
overt) ofmulti-syllabi
 and mono-syllabi
 words following the presentation of an auditoryexemplar. For the overt speaking 
ondition, additional a
tivation was found in theleft inferior parietal lobe, inferior frontal gyrus, and pre
entral gyrus for multi-syllabi
versus mono-syllabi
 words. Mono-syllabi
 words resulted in greater a
tivation ofthe left middle frontal gyrus (BA46). The results for 
overt spee
h were somewhatdissimilar; for example, in 
overt spee
h there was greater a
tivation of the left middlefrontal gyrus for multi-syllable words, and greater a
tivation in the left pre
entralgyrus for mono-syllable words. The authors emphasize a 
onsistent �nding wasthat multi-syllable words 
aused additional a
tivation in left inferior parietal areas(BA40), and suggest a role for this region in spee
h programming. In 
omparingthe results of this study to that of Rie
ker et al. (2000b) it is di�
ult to develop a
onsistent a

ount for the e�e
ts of sequential 
omplexity on the spee
h produ
tionsystem.The present experiment was designed to 
larify how the spee
h system organizesand produ
es sequen
es of spee
h sounds. While the DIVA model of spee
h produ
-tion makes predi
tions about brain a
tivations in the exe
utive spee
h motor system(Guenther et al., 2006; Guenther, in press) it does not address brain regions likelyto be responsible for sequen
e planning. Based on 
lini
al observations and studiesof other non-spee
h sequential motor 
ontrol tasks, it was expe
ted that additionalresponses to additional stimulus 
omplexity would be observed in a network of brainregions outside of the primary sensorimotor areas (and other regions treated by theDIVA model), in
luding the prefrontal 
ortex, basal ganglia, anterior insula, supple-



11mentary motor area and 
erebellum. Blood oxygenation level dependent (BOLD)fun
tional magneti
 resonan
e imaging (fMRI; see Ogawa et al., 1990, 1992; Kwonget al., 1992) was used to measure responses to spee
h sequen
es of varying 
omplex-ity at both the sub- and supra-syllabi
 levels, and in both preparatory and overtspee
h produ
tion tasks. An �event-triggered� design was employed with both GOand NOGO trials that o�ered many bene�ts over previous methods (see Dis
ussion).The results are dis
ussed in terms of the ne
essary me
hanisms for sequen
ing andinitiation in �uent spee
h produ
tion.2.2 Materials and Methods2.2.1 Subje
tsThirteen right-handed native English speakers (ages 22-50 years, mean 28.7 years,six females) parti
ipated in this study. Written informed 
onsent was obtained a
-
ording to the Boston University Institutional Review Board and the Massa
husettsGeneral Hospital Human Resear
h Committee. No subje
ts reported a history ofany neurologi
al or spee
h, language, or hearing disorders.2.2.2 Experimental Proto
olThe experimental tasks 
onsisted of preparing to produ
e (NOGO trials) and overtlyprodu
ing (GO trials) non-lexi
al three syllable sequen
es. The linguisti
 
ontent ofthe stimuli was determined by two fa
tors: syllable 
omplexity (syl) and sequen
e
omplexity (seq). Ea
h of these two fa
tors assumed one of two levels (simple or
omplex ), thereby 
reating a 2 × 2 matrix of stimulus types (see Figure 2·1), wherestimuli in the same row or 
olumn have the same level of sequen
e 
omplexity orsyllable 
omplexity, respe
tively. Ea
h stimulus type was used in both GO and NOGOtrials, resulting in a full 2 × 2 × 2 fa
torial design. This third fa
tor is referred to



12herein as go. Additionally, a baseline stimulus (three �xxx� syllables) was in
ludedwhi
h informed the subje
t that there was no spee
h to be planned or produ
ed forthis trial, but that (s)he should maintain �xation throughout the trial. Ea
h of thestimulus 
onditions (nine in total) were en
ountered with equal probability in theexperiment.
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Figure 2·1: Design of syllable sequen
e stimuli. Sequen
es were ea
h
omposed of three syllables presented in lower-
ase font and separatedby hyphens. Four stimulus types were used; a s
hema for the 
on-stru
tion of ea
h type, as well as an example, is shown in the boxesabove. Simple sequen
es (S_seq) were repetitions of the same sylla-ble three times; Complex sequen
es (C_seq) 
ontained three uniquesyllables. A similar 
omplexity parameterization has been used todemonstrate sequen
e-related e�e
ts in previous studies using �ngermovements (e.g. Shibasaki et al., 1993; Gerlo� et al., 1997). At thesyllabi
 level, simple syllables (S_syl) were 
omposed of a single 
on-sonant and a vowel (CV), whereas 
omplex syllables (C_syl) beganwith a 
onsonant 
luster (CCCV or CCV) followed by a vowel. Allsyllables 
ould be easily produ
ed by speakers of Ameri
an English;
onsonants used in S_syl were a subset of those used in C_syl {/s/,/p/, /t/, /k/, /r/, /l/}, and all vowels were 
hosen randomly from theEnglish �point� vowels: {/a/, /i/, /u/}. Ea
h stimulus type was usedin both GO and NOGO trials.Ea
h approximately 20 minute-long fun
tional run 
onsisted of the presentation



13of 80 stimuli2, and subje
ts were asked to 
omplete three runs. For two subje
tsonly two runs were used due to te
hni
al di�
ulties. Stimuli were delivered usingthe PsyS
ope software pa
kage (Cohen et al., 1993). Ea
h trial began with the visual(orthographi
) presentation of a stimulus on a proje
tion s
reen in the rear of thes
anner3 (a single trial is s
hematized in Figure 2·2). After 2.5 s the syllables wereremoved and immediately repla
ed by a white �xation 
ross in the 
enter of the visual�eld. Subje
ts were instru
ted to maintain �xation and to prepare to speak the syl-lable sequen
e that they had just read. In GO trials, after a short random duration(
hosen uniformly from 0.5 - 2.0 s), the white 
ross turned green, signaling the subje
tto immediately produ
e the prepared sequen
e. Subje
ts were instru
ted to speakat a typi
al volume and rate and to speak monotonously (avoiding prosodi
 modula-tion). The s
anner remained silent throughout the 2.5 s produ
tion period and wasthen triggered to a
quire three fun
tional volumes4 (see a
quisition details below). InNOGO trials the �xation 
ross remained white throughout. Be
ause of the randomtime jitter pre
eding the produ
tion period, subje
ts were unable to di�erentiateGO and NOGO trials until s
anning had begun for a parti
ular trial. Following thethird volume a
quisition, the �xation 
ross disappeared and was repla
ed by the nextstimulus. The mean inter-trial interval was 13.75 s. Vo
al responses were re
ordedusing an MRI-
ompatible mi
rophone; for this purpose 
ustom modi�
ations weremade to the Shure ® SM93 (Shure In
., Niles, IL) lavalier 
ondenser mi
rophone.2One subje
t performed 100 stimuli per run; all other aspe
ts were equivalent to other subje
ts'sessions.3The standard pro
edure for presenting visual stimuli in the Siemens Trio S
anner at the Mar-tinos Center for Biomedi
al Imaging was used. This involves ba
k-proje
ting the image onto aplexi-glass s
reen at the rear of the s
anner, behind the subje
t. A mirror is �xed to the head 
oiland positioned to allow the subje
t to fully view the display on the s
reen.4In GO trials, the �rst volume was a
quired between 2.5 s and 5.0 s after the GO signal. Due tothe hemodynami
 delay (peaking ∼ 5 − 6 s after task performan
e; Birn et al. 1999), the responsein this volume is likely to be similar to the response to the NOGO task. The se
ond and thirdvolumes, however, are time aligned to 
apture the peak of the response to the GO task (5.0 to 10.0s after the GO signal).



14Utteran
e durations were estimated from the re
orded signals, and means for ea
hsubje
t and 
ondition were entered into paired t-tests to test the hypothesis that dif-ferent stimulus 
onditions resulted in di�erent utteran
e durations. Trials in whi
hsubje
ts produ
ed in
orre
t utteran
es were removed from all analyses.
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Figure 2·2: The time 
ourse of a single trial in the fMRI experiment.Ea
h trial began with the presentation of the stimulus for 2.5 se
onds(blue shaded area). After the stimulus was removed, a random delayperiod (between 0.5 and 2.0 s) was followed, on GO trials, by a GOsignal; on NOGO trials, no GO signal was provided. In GO trials, sub-je
ts spoke overtly during the period shaded in green. Three fun
tionalvolumes were a
quired in the time interval from 2.5 s to 10.0 s afterthe GO signal (shaded in white). The red �lled 
urve shows a s
hema-tized hemodynami
 response 
urve 
orresponding to the response dueto neural a
tivity o

urring just after the GO signal.2.2.3 Data A
quisitionSubje
ts lay supine in a 3 Tesla Siemens Trio whole-body s
anner (Siemens Med-i
al Systems, Erlangen, Germany) with a Bruker head 
oil (Bruker BioSpin MRIIn
., Billeri
a, MA). Foam padding applied between the subje
t's head and the head
oil helped to 
onstrain head movement. A high-resolution anatomi
al volume (T1-weighted, 128 sagittal images, 256 × 256 matrix, 1 mm2 in-plane resolution, 1.33mm sli
e thi
kness, TR=2530 ms, TE=3.3 ms, �ip angle 9°) was a
quired for ea
h



15subje
t prior to the fun
tional series. Fun
tional images were a
quired sparsely, andin three-volume 
lusters, triggered by TTL (Transistor-Transistor Logi
) pulses de-livered to the s
anner at appropriate times from the stimulus 
omputer (Ma
intoshiBook notebook 
omputer). Pulses were sent via the serial port using a 
ustom soft-ware and hardware extension to the PsyS
ope software developed for this proje
t.30 axial sli
es (5 mm thi
kness, 0 mm gap, 64× 64 matrix, 3.125 mm2 in-plane reso-lution) oriented parallel to the line between the anterior and posterior 
ommissureswere a
quired in ea
h fun
tional volume using a T2∗ weighted gradient e
ho pulsesequen
e (TR=2500 ms, TE=30 ms, �ip angle 90°). These sli
es were su�
ient to
over the entire brain in all subje
ts. A T1-weighted anatomi
al volume was alsoa
quired using the same sli
e parameters as the fun
tional images and was used forbetween-modality 
o-registration.2.2.4 Data AnalysisFun
tions from the SPM2 software pa
kage (Well
ome Department of Imaging Neu-ros
ien
e, London, UK) were used for pre-pro
essing and voxel-based analyses withinMATLAB® (The MathWorks, In
., Nati
k, MA). Fun
tional images were realignedto the �rst image from ea
h series by estimating and applying the parameters of arigid-body transformation; these 
oe�
ients were also in
luded as 
ovariates of non-interest during model estimation. Images were then 
o-registered to the anatomi
als
ans, non-linearly warped (spatially normalized) to a template in Montreal Neuro-logi
al Institute (MNI) spa
e (Evans et al., 1993), and smoothed using an isotropi
Gaussian kernel with full width at half-maximum (FWHM) of 8 mm. Stimulus eventswere modeled as delta fun
tions, and the hemodynami
 response at ea
h event wasestimated using a �nite impulse response (FIR) model with a single time bin. Thismethod makes no assumptions about the shape of the hemodynami
 response, and



16is well suited for event-related studies (Henson et al., 2001). Di�eren
es in the globalsignal level between the three fun
tional volumes in ea
h a
quisition 
luster werea

ounted for through linear regression (
ovariates of non-interest).A mixed-e�e
ts analysis was used. Statisti
al models were estimated individuallyfor ea
h subje
t at the �rst level. A non-parametri
 permutation test approa
h(Ni
hols and Holmes, 2001) was used to assess e�e
ts a
ross subje
ts. This methodmakes weaker assumptions about the data than methods based on Gaussian RandomFields, and is parti
ularly useful for se
ond-level tests with low degrees of freedom(Ni
hols and Holmes, 2001). Using the assumption of ex
hangeability, 
onditionlabels were randomly permuted for ea
h subje
t, resulting in 2#ofsubjects = 8192permutations for ea
h 
ontrast. Under the null hypothesis of no e�e
t, �in
orre
t�(random) permutations of 
ondition labels will yield roughly the same statisti
s as the�
orre
t� (designed) labeling. Signi�
an
e, therefore, was determined by 
omparinga test statisti
 for the �
orre
t� labeling to the distribution of that statisti
 a
ross allpermutations. Varian
e estimates for ea
h voxel were pooled a
ross a 4 × 4 × 4 mm3volume, yielding additional degrees of freedom and a resulting pseudo-T statisti
almap.In addition to these voxel-based inferen
es, a region-of-interest (ROI) analysiswas performed (Nieto-Castanon et al., 2003) to provide supplementary informationabout the size and signi�
an
e of e�e
ts in spe
i�
, anatomi
ally-de�ned 
orti
alareas. The FreeSurfer software pa
kage was used to re
onstru
t 
orti
al surfa
esfrom ea
h subje
t's anatomi
al s
an (Dale et al., 1999; Fis
hl et al., 1999) and wastrained to perform 
orti
al par
ellation (Fis
hl et al., 2004) a

ording to a s
hemebased on anatomi
al landmarks and node points that was developed for spee
h-related studies (Tourville and Guenther, 2003). Previous tests revealed that theaverage overlap between regions assigned by FreeSurfer and regions assigned by a



17trained neuroanatomist was approximately 74%, with most errors o

urring nearregion boundaries (S.S. Ghosh, 2005, personal 
ommuni
ation). fMRI data fromea
h region in ea
h subje
t were extra
ted, and dimensionality was redu
ed usinga Fourier basis set. A mixed-e�e
ts analysis used the same design matri
es as inthe voxel-based analysis. E�e
ts related to a parti
ular 
ontrast were 
onsideredsigni�
ant for P < 0.001. The ROI tools were also used when possible to test forlateralization in parti
ular ROIs. For this purpose, the e�e
t sizes estimated forea
h subje
t in the left and right hemisphere for a parti
ular ROI were entered intoa one-tailed paired t-test. Lateralization was 
onsidered signi�
ant for P < 0.05.Ea
h of the individual speaking 
onditions was 
ontrasted with the baseline 
on-dition. For these 
ontrasts the False Dis
overy Rate (FDR) method (Benjamini andHo
hberg, 1995; Genovese et al., 2002) was used to 
orre
t for multiple 
omparisons.A minimal spee
h produ
tion network was established by 
ombining the statisti
alimages for ea
h overt speaking 
ondition using a 
onjun
tion approa
h based on the�
onjun
tion null� hypothesis (Ni
hols et al., 2005). A fa
torial analysis was used toestimate regions showing dire
t and/or intera
tion e�e
ts of ea
h fa
tor (go, seq, andsyl). �In
reasing� the level of ea
h fa
tor (from simple to 
omplex or from NOGOto GO) was hypothesized to lead to additional a
tivation in relevant areas. E�e
tsin this �positive� dire
tion are shown in the results. Inferen
e used a 
ombination ofvoxel height and 
luster extent (Hayasaka and Ni
hols, 2004). The 
luster-de�ningthreshold was set at µc = 4, approximately 
orresponding to P < 0.001 un
orre
ted.Height and extent tests were 
ombined using the unweighted (θ = 0.5) Tippet,Fisher, and 
luster mass 
ombining fun
tions, and these were meta-
ombined in anadditional permutation test (see Hayasaka and Ni
hols, 2004 for details). P-valuesfrom the individual and 
ombined tests were 
orre
ted to 
ontrol family-wise errorrate (FWE). Areas whi
h rea
hed signi�
an
e (PFWE < 0.05) in the voxel test or



18the 
ombined voxel / 
luster test are in
luded in the results.The �Automated Anatomi
al Labeling� atlas (Tzourio-Mazoyer et al., 2002) wasused to identify region labels for a
tivation peaks. Cerebellar labelings refer to thepar
ellation s
heme of S
hmahmann et al. (1999). For visualization results were ren-dered on partially in�ated 
orti
al surfa
es, 
reated by using FreeSurfer to segmentand pro
ess the 
orti
al surfa
e of the 
anoni
al SPM brain. It should be notedthat the analysis was performed volumetri
ally and resulting statisti
al maps wereproje
ted onto the 
orti
al surfa
e. This results, in some 
ases, in a
tivations thatare 
ontiguous in the volume but non-
ontiguous on the surfa
e, primarily due tovoxel-based smoothing a
ross the banks of a sul
us.2.3 Results2.3.1 A
ousti
 analysisTable 2.1 shows the means and a
ross-subje
t standard deviations of a
ousti
 pro-du
tion durations by 
ondition. The di�eren
e between S_seq, S_syl and C_seq,S_syl was not signi�
ant. All other pair-wise di�eren
es were signi�
ant (p < 0.05).Table 2.1: Measured durations of a
ousti
 signal resulting from pro-du
tion of utteran
es in ea
h 
ondition. From left to right, the ta-ble shows the 
ondition, the mean duration a
ross all subje
ts, thestandard deviation a
ross individual subje
t means, and a bar plot ofindividual subje
t means for that 
ondition.Condition Mean Duration Standard Deviation Subje
tsSimple seq / simple syl 993 ms 215 msComplex seq / simple syl 1006 ms 186 msSimple seq / 
omplex syl 1195 ms 209 msComplex seq / 
omplex syl 1332 ms 155 ms



192.3.2 Basi
 spee
h produ
tion networkProdu
tion of ea
h of the stimulus types was individually 
ontrasted with the baseline
ondition (passive viewing of �xxx-xxx-xxx� stimuli). Group results showed regions ofsigni�
ant a
tivation that were largely overlapping a
ross stimulus types. Table 2.2summarizes strongly signi�
ant (PFDR < 0.01) a
tivations for ea
h of the four GO
onditions 
ompared to baseline. The 
onjun
tion of a
tivity a
ross the four speaking
onditions is shown in Figure 2·3.The minimal network for overt produ
tion in
luded, bilaterally, the 
entral sul
usextending rostrally onto the pre
entral gyrus and 
audally onto the post
entral gyrus(in
luding ventral premotor 
ortex, ventral motor 
ortex, and ventral somatosen-sory 
ortex); the anterior insula; the superior temporal 
ortex extending posteriorlyfrom the primary auditory 
ortex along the sylvian �ssure to the parietal-temporaljun
tion (in
luding Hes
hl's gyrus, planum temporale, and the posterior superiortemporal gyrus); the medial premotor areas in
luding the supplementary motor area(SMA) and extending antero-ventrally into the pre-SMA and 
ingulate sul
us; thebasal ganglia (putamen / pallidum); the thalamus; and the superior 
erebellar hemi-spheres (Lobule VI and Crus I). The frontal oper
ular region was a
tivated andappeared to be somewhat left-lateralized. ROI analysis 
on�rmed that the inferiorfrontal gyrus pars oper
ularis was signi�
antly a
tive (P < 0.001) in all speaking
onditions but did not �nd signi�
ant left-lateralization. The anterior insula showeda strong left lateralization (P < 0.02). Additional lateralized responses emerged inthe left inferior frontal sul
us (IFS) above the inferior frontal gyrus pars triangularis,and in the right inferior 
erebellum (Lobule VIII). Finally, an a
tivation fo
us wasobserved at the base of the pons on the right (not shown).



20
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y=−52

y=−48

y=−44

3.4e−03 0Figure 2·3: Minimal spee
h produ
tion network. These renderingsshow the 
onjun
tion of a
tivations in the four overt speaking (GO)
onditions 
ompared to baseline. The map was thresholded to 
ontrolfalse dis
overy rate at 5%. The 
olor s
ale represents signi�
an
e level(P-value) of a
tivations, and results are rendered using a logarithmi
s
ale (− log10 (P )). Left: Signi�
ant a
tivity rendered on semi-in�ated
orti
al surfa
e. Dark gray 
orti
al areas represent sul
i, lighter grayareas are gyri. Right: Signi�
ant a
tivations rendered on 
oronal sli
esthrough the 
erebellum at various depths. Anatomi
al se
tions are
ropped versions of the 
anoni
al SPM T1 image, and follow neurolog-i
al 
onventions (right hemisphere on the right side of image); y-valuesrefer to planes in MNI-spa
e. The 
olor s
ale is 
ommon to both 
or-ti
al and 
erebellar renderings.
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Table2.2:
A
tivationp
eaksummar
yforea
hov
ertspeaking

onditionve
rsusbaseline
(FalseDis
o
very

Rate(FDR)

<

0.01),sorted
byanatomi

alregion.L
efttoright,
the
olumns
showthere
gionlabel

(Tzourio-Ma
zoyeretal.,
2002),follow
edbypseudo
-Tvalueand
MNI
oordin
atesofa
tiv
itypeaksin
that

regionforea

hofthefou
r
onditions
. S_sylS_seq

S_sylC_seq
C_sylS_seq
C_sylC_seq

Regionpseud
o-TMNI-
oor
dpseudo-T
MNI-
oordp
seudo-TMNI-

oordpseudo
-TMNI-
oord

Pre
entral_L
3.54(-46
,-10,60)4.78
(-44,-18,64)
7.04(-60
,0,30)

4.2(-34
,-6,54)

Pre
entral_R
4.1(56,
6,40)5.05
(48,6,32)3
.83(56,6
,40)6.55
(62,-4,42)

4.91(56,
8,32)3.63
(50,-14,60)5
.14(56,8
,40)

Post
entral_L
11.38(-54
,-12,40)14.32
(-54,-10,40)1
4.63(-52,-
12,40)12.82
(-54,-10,44)

9.3(-62
,-4,24)9.31
(-62,-4,22)9
.2(-62,-
4,24)

Post
entral_R
9.81(60,
-4,30)10.76
(64,-10,14)8
.11(68,-6
,26)7.72
(60,-4,32)

10.16(66,
-4,24)7.85
(56,-8,38)6
.19(68,-4
,22)

10.11(56,
-6,34)

Rolandi
_Oper_
L6.21
(-42,-24,12)1
1.53(-48,-
26,14)10.11
(-42,-24,12)7
.44(-44,-
24,14)

8.86(-64
,-12,12)7.49
(-52,0,4)

7.89(-50
,2,6)

Rolandi
_Oper_
R8.54
(66,-10,12)1
0.69(54,-1
4,12)8.4
(68,-8,12)

5.36(38,
-6,14)

Insula_L7.17
(-32,20,0)1
0.07(-34,8
,8)6.94
(-44,4,0)1
0.54(-34,2
4,0)

9.48(-34
,-4,8)
8.23(-40
,14,4)

Insula_R5
(40,10,6)4
.27(42,8
,-14)5.44
(36,-22,6)8
.37(40,2
4,0)

4.09(38,
24,2)

Hes
hl_L

9.18(-62
,-12,8)

Hes
hl_R4.5
2(38,-22
,8)

Temporal_Sup_
L7.87
(-62,-8,6)7
.15(-66,-
24,8)7.89
(-64,-10,6)5
.63(-64,-
30,12)

7.73(-54
,-4,4)4.72
(-40,-2,-14)5
.64(-66,-
22,8)

5.16(-64
,-30,12)

Temporal_Sup_
R7.11
(56,-26,8)9
.92(70,-2
6,8)8.34
(58,-12,6)7
.33(52,-2
4,10)

8.26(66,
-22,8)7.16
(60,-14,8)

7.25(50,
-24,12)6.58
(64,-28,2)

6.53(70,
-30,16)

Temporal_Pole_
Sup_L7.09
(-56,8,-6)6
.37(-54,1
0,-6)6.78
(-52,8,-4) ContinuedonNe

xtPage...
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S_sylS_seq
S_sylC_seq
C_sylS_seq
C_sylC_seq

Regionpseud
o-TMNI-
oor
dpseudo-T
MNI-
oordp
seudo-TMNI-

oordpseudo
-TMNI-
oord

7.24(64,
6,2)

Temporal_Pole_
Sup_R4.13
(50,4,-8)7
.75(64,6
,2)7.03
(64,6,2)6
.38(64,8
,0)

Frontal_Inf_Op
er_L
7.29(-46
,6,28)
7.6(-54
,12,0)

5.81(-54
,14,32)
7.09(-48
,10,28)

Frontal_Inf_Op
er_R4.09
(48,14,18)

8.71(50,
20,-6)

Frontal_Inf_Tri
_L3.26
(-34,36,12)8
.12(-38,2
4,2)5.73
(-36,26,2)7
.09(-56,1
6,30)

3.75(-38
,32,14)4.8
(-46,28,24)

Frontal_Inf_Tri
_R
6.68(40,
26,4)

5.11(50,
20,0)

Frontal_Mid_L
1.77(-32
,46,12)3
(-36,40,32)
4.37(-30
,-6,50)

2.89(-26
,46,20)
4.04(-42
,46,20)

Frontal_Mid_R
5.51(56,
-8,54)

Supp_Motor_A
rea_L10.13
(-2,-2,68)9
.39(0,0,6
6)10.16
(2,0,66)1
5.94(0,0,7
0)

6.59(-2,6
,50)6.3
(-6,10,52)

Supp_Motor_A
rea_R8.89
(4,4,70)

Cingulum_Mid_
L7.34
(-4,14,40)8
.66(-6,14
,42)6.53
(-2,14,42)1
0.61(-2,18
,38)

4.11(-8,-
12,42)

Cingulum_Mid_
R
3.3(8,-1
2,40)

Parietal_Sup_L

7.8(-28
,-52,50)

Parietal_Inf_L
5.97(-28
,-52,52)
5.14(-52
,-38,54)

4.23(-52
,-36,50)
4.4(-48
,-36,46)

Parietal_Inf_R
3.08(40,
-48,48)
3.52(34,
-56,52)

2.48(42,
-44,46)

SupraMarginal_
L
5.47(-60
,-40,30)5.18
(-58,-38,28)

3.18(-46
,-30,32)

Caudate_L6
.56(-12,2
,10)

9.46(-12
,0,10)

Caudate_R

9.64(12,
2,8)

Putamen_L8
.33(-24,2
,-10)9.84
(-22,2,6)8
.09(-24,0
,-8)7.6
(-22,-2,6)

8.01(-20
,12,4)9.84
(-30,-8,-4)7
.03(-22,4
,6)

9(-28
,-16,10)

Putamen_R
7.91(18,
10,6)10.48
(32,-6,-2)6
.99(20,8
,6)4.53
(32,-20,0)

6.84(32,
-6,-2)8.69
(24,4,6)6
.94(32,-1
6,-2)

6.58(24,
4,-4)
6.48(32,
-4,-4)

5.31(30,
-4,8)

Pallidum_R

6.27(24,
2,-6)

Thalamus_L
11.18(-8,-
20,-2)10.89
(-10,-16,0)9
.35(-10,-
16,4)10.14
(-10,-14,6)

ContinuedonNe
xtPage...
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S_sylS_seq
S_sylC_seq
C_sylS_seq
C_sylC_seq

Regionpseud
o-TMNI-
oor
dpseudo-T
MNI-
oordp
seudo-TMNI-

oordpseudo
-TMNI-
oord

Thalamus_R
7.45(12,
-22,0)10.48
(14,-16,4)7
.8(14,-1
6,2)8.96
(14,-12,6)

6.67(14,
-12,6)

6.62(8,-2
0,0)

6.24(20,
-16,10)

4.54(22,
-22,-2)

5.92(8,-6
,4)

Cerebelum_6_L
5.63(-26
,-60,-22)9.21
(-20,-60,-22)7
.2(-28,-
60,-24)7.73
(-28,-62,-28) 6.38(-14

,-62,-18)

Cerebelum_6_R
4.75(40,
-56,-26)10.45
(20,-60,-20)7
.39(20,-5
6,-20)9.15
(22,-62,-20)

4.5(34,
-62,-24)4.21
(40,-68,-22)
7.96(34,
-62,-26)

4.7(24,
-56,-20)

5.47(8,-6
8,-20)

Cerebelum_Cru
s1_R
6.81(44,
-54,-28)6.87
(46,-56,-28)7
.04(42,-5
4,-28)

Cerebelum_8_R
7.02(36,
-54,-54)8.31
(36,-54,-54)5
.98(36,-5
2,-56)6.82
(38,-52,-56)

5.54(16,
-62,-44)
5.06(36,
-40,-52)

4.87(38,
-40,-50)
4.74(20,
-64,-46)

Vermis_3

3.47(4,-4
6,-16)

Vermis_6

4.6(4,-5
6,-24)

Fusiform_L4
.28(-44,-
60,-20)
4.04(-46
,-60,-20)5.83
(-46,-60,-20)



242.3.3 Main e�e
t of overt produ
tionFigure 2·4 shows the main e�e
t of overt produ
tion (GO>NOGO; PFWE < 0.05)5.GO trials resulted in signi�
antly in
reased responses bilaterally in the primary mo-tor and somatosensory 
orti
es, the superior temporal plane, the anterior insula, andthe medial premotor areas, parti
ularly fo
used in the supplementary motor areanear the superior 
onvexity, but also in
luding portions of the pre-SMA and anterior
ingulate sul
us. ROI analysis 
on�rmed that both the SMA and pre-SMA bilaterallywere more a
tive for GO than for NOGO trials. The anterior 
ingulate showed thesame trend but was not signi�
ant. No a
tive 
orti
al ROI's showed signi�
ant lat-eralization for the e�e
t of go. Sub
orti
ally, the putamen / globus pallidus and tworegions of the thalamus (one anterior, one posterior) showed an additional bilateralresponse. The superior 
erebellar 
orti
es (Lobule VI) bilaterally were more a
tivefor GO trials, as was a small region in the right inferior 
erebellum (anterior LobuleVIII). This latter region was signi�
ant in the voxel-based test but not in 
ombinedvoxel-
luster inferen
e. Table 2.4 summarizes a
tivations for the main e�e
t of go.2.3.4 Main e�e
t of sequen
e 
omplexityFigure 2·5 shows the main e�e
t of sequen
e 
omplexity (C_seq>S_seq ; PFWE <

0.05). The medial premotor areas were more a
tive bilaterally for 
omplex sequen
es.Region-level testing showed an e�e
t in both hemispheres in the pre-SMA but no ef-fe
t in the SMA or anterior 
ingulate. The lateral frontal 
ortex, in
luding premotorand prefrontal areas and extending along the inferior frontal sul
us was also more5The results shown for main e�e
ts and intera
tions are unidire
tional a

ording to the hypoth-esis that in
reasing the level of a fa
tor will result in an in
rease in BOLD response. Regions thatshowed signi�
ant a
tivations in the other dire
tion were typi
ally not a
tive in the baseline 
on-trasts and not areas for whi
h there were no a priori hypotheses. Dis
ussion of these areas, whi
hin
luded the angular gyrus, pre
uneus, and anterior prefrontal regions, is therefore omitted for thesake of brevity.
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Table 2.4: Signi�
ant (P < 0.05, 
orre
ted for multiple 
omparisons)a
tivation peak summary for the main e�e
t of overt produ
tion (GO
> NOGO). Left to right, 
olumns show the size of 
ontiguous 
lusters,the P-value for that 
luster using 
ombined 
luter extent-voxel heightinferen
e, the P-value based only on 
luster extent, and the voxel-wiseP-value, pseudo-T value, MNI 
oordinates, and anatomi
al region labelfor a
tivation peaks within the 
luster. All P-values are 
orre
ted to
ontrol family-wise error.Cluster-size P(
ombo) P(
luster) P(voxel) pseudo-T MNI (x,y,z) Region Label3682 0.00037 0.00171 0.00012 13.14092 (-54,-12,40) Post
entral_L0.00012 11.95341 (-44,-24,12) Rolandi
_Oper_L0.00037 10.31301 (-64,-8,20) Post
entral_L0.00037 9.89571 (-62,-6,4) Temporal_Sup_L0.01318 6.81526 (-48,-16,2) Hes
hl_L0.01648 6.62541 (-50,10,-6) Temporal_Pole_Sup_L0.02441 6.29443 (-60,-30,12) Temporal_Sup_L0.02454 6.28383 (-44,6,-2) Insula_L0.02966 6.1484 (-48,-14,60) Pre
entral_L6079 0.00037 0.00073 0.00024 11.59105 (60,-12,10) Rolandi
_Oper_R0.00037 9.79065 (64,8,0) Temporal_Pole_Sup_R0.00122 8.48157 (62,-4,28) Post
entral_R0.00122 8.35654 (50,-22,12) Rolandi
_Oper_R0.00281 7.87694 (12,-16,4) Thalamus_R0.00378 7.78941 (46,-14,0) Temporal_Sup_R0.00378 7.74591 (0,-6,12) Thalamus_Mid0.0127 6.83599 (10,0,10) Caudate_R0.01379 6.72545 (68,-26,4) Temporal_Sup_R0.01917 6.49536 (-10,-16,4) Thalamus_L0.03809 5.98882 (-24,0,-8) Putamen_L0.04089 5.93748 (-20,4,2) Pallidum_L0.06079 5.68653 (30,0,-6) Putamen_R0.08899 5.38535 (40,8,4) Insula_R0.09436 5.34178 (-10,-14,16) Thalamus_L0.11584 5.19571 (20,8,4) Putamen_R0.13843 5.06274 (14,-16,16) Thalamus_R0.19312 4.82253 (34,-12,-2) Putamen_R0.39014 4.24658 (48,2,-10) Temporal_Sup_R490 0.01111 0.0127 0.01416 6.7078 (32,-66,-22) Cerebelum_6_R0.03003 6.14265 (20,-58,-18) Cerebelum_6_R482 0.01135 0.01294 0.01953 6.45726 (-26,-60,-22) Cerebelum_6_L0.02075 6.39888 (-14,-60,-16) Cerebelum_4_5_L0.39856 4.22681 (-8,-58,-2) Lingual_L1162 0.00635 0.00598 0.02136 6.37997 (0,0,68) Supp_Motor_Area_R0.02222 6.34191 (2,-6,72) Supp_Motor_Area_R0.08215 5.44359 (0,2,50) Supp_Motor_Area_R0.08728 5.40461 (2,-4,52) Supp_Motor_Area_R0.11011 5.2412 (2,18,40) Frontal_Sup_Medial_R0.14331 5.04149 (-4,-14,78) Para
entral_Lobule_L53 0.06458 0.10913 0.04102 5.93599 (38,-48,-56) Cerebelum_8_R
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y=−60
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y=−52
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4.00 13.14Figure 2·4: Main e�e
t of overt produ
tion: areas that showed asigni�
antly greater response for GO trials than for NOGO trials, av-eraged a
ross other fa
tors. The statisti
al image was thresholded at
PFWE < 0.05. Color s
ale represents voxel-wise pseudo-T value forsigni�
ant voxels. See methods for further details. Left: Signi�
anta
tivity rendered on semi-in�ated 
orti
al surfa
e. Dark gray 
orti
alareas represent sul
i, lighter gray areas are gyri. Right: Signi�
anta
tivations rendered on 
oronal sli
es through the 
erebellum at vari-ous depths. Anatomi
al se
tions are 
ropped versions of the 
anoni
alSPM T1 image, and follow neurologi
al 
onventions (right hemisphereon the right side of image); y-values refer to planes in MNI-spa
e. The
olor s
ale is 
ommon to both 
orti
al and 
erebellar renderings.



27a
tive. These a
tivations were strikingly left-lateralized in the voxel-based results.The lateralization test for the ventral premotor 
ortex and the inferior frontal gyruspars oper
ularis showed very strong left lateralization (P < 0.001); however, none ofthe ROI's in the par
ellation s
heme (Tourville and Guenther, 2003) 
orrespondedwell to the inferior frontal sul
us region, and thus it was not possible to expli
-itly test this using the 
urrent set of available ROI tools. Regions at the jun
tionof the anterior insula and the frontal oper
ulum were engaged bilaterally by se-quen
e 
omplexity. The ROI analysis 
on�rmed that the a
tivation in
luded boththe anatomi
ally de�ned anterior insula and frontal oper
ulum (P < 0.001). Thee�e
t was signi�
antly greater in the left anterior insula than in the right; no su
hlateralization e�e
t was found in the frontal oper
ulum. The posterior parietal lobe,left lateralized (P < 0.05), and the inferior posterior temporal lobes also showedthe sequen
e 
omplexity e�e
t. The 
erebellum demonstrated strong e�e
ts bilat-erally (although somewhat stronger in the right hemisphere) in the superior areas(Lobule VI, Crus I, Crus II) and unilaterally in the right inferior 
erebellar 
ortex(Lobule VIII). The superior 
erebellar a
tivations extended more laterally than thoserelated to the main e�e
t of go (see above), and also in
luded portions of the vermis.The anterior thalamus and 
audate nu
leus also showed a main e�e
t for sequen
e
omplexity bilaterally. Table 2.5 summarizes a
tivations for the main e�e
t of seq.2.3.5 Main e�e
t of syllable 
omplexityFigure 2·6 shows the main e�e
t of syllable 
omplexity (C_syl>S_syl ; PFWE <

0.05). The medial premotor areas showed additional a
tivation in the voxel-basedanalysis; region-level testing showed a signi�
ant e�e
t isolated to the pre-SMA bi-laterally, with no signi�
ant di�eren
e in the e�e
t size between hemispheres. Thejun
tion of the frontal oper
ulum and anterior insula was engaged bilaterally; in the
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4.00 11.35Figure 2·5: Main e�e
t of sequen
e 
omplexity: areas that showeda signi�
antly greater response to 
omplex sequen
es than to simplesequen
es, averaged a
ross other fa
tors. The statisti
al image wasthresholded at PFWE < 0.05. Color s
ale represents voxel-wise pseudo-T value. See methods for details. Left: Signi�
ant a
tivity rendered onsemi-in�ated 
orti
al surfa
e. Dark gray 
orti
al areas represent sul
i,lighter gray areas are gyri. Right: Signi�
ant a
tivations rendered on
oronal sli
es through the 
erebellum at various depths. Anatomi
alse
tions are 
ropped versions of the 
anoni
al SPM T1 image, andfollow neurologi
al 
onventions (right hemisphere on the right side ofimage); y-values refer to planes in MNI-spa
e. The 
olor s
ale is 
om-mon to both 
orti
al and 
erebellar renderings.



29Table 2.5: Signi�
ant (P < 0.05, 
orre
ted for multiple 
omparisons)a
tivation peak summary for the main e�e
t of seq. Left to right,
olumns show the size of 
ontiguous 
lusters, P-value for that 
lusterusing 
ombined 
luter extent-voxel height inferen
e, P-value based onlyon 
luster extent, and the voxel-wise P-value, pseudo-T value, MNI
oordinates, and region label for a
tivation peaks within the 
luster.All P-values are 
orre
ted to 
ontrol family-wise error.Cluster-size P(
ombo) P(
luster) P(voxel) pseudo-T MNI (x,y,z) Region Label4920 0.00024 0.00012 0.00049 9.3025 (22,-60,-20) Cerebelum_6_R0.00061 8.6905 (32,-60,-26) Cerebelum_6_R0.0061 7.13077 (-34,-56,-32) Cerebelum_6_L0.00708 7.00493 (36,-54,-56) Cerebelum_8_R0.0083 6.89034 (26,-32,-46) Cerebelum_8_R0.00964 6.8132 (6,-74,-38) Cerebelum_Crus2_R0.00977 6.80131 (16,-70,-48) Cerebelum_8_R0.01575 6.54791 (30,-62,-56) Cerebelum_8_R0.01843 6.43769 (36,-44,-54) Cerebelum_8_R0.03589 6.07315 (-44,-58,-10) Temporal_Inf_L0.04578 5.92515 (6,-68,-18) Cerebelum_6_R0.06006 5.76695 (30,-38,-50) Cerebelum_8_R0.06995 5.6757 (4,-80,-18) Vermis_60.13599 5.24158 (-24,-64,-22) Cerebelum_6_L0.16626 5.10358 (-48,-64,-22) Fusiform_L0.17029 5.08838 (22,-82,-18) Fusiform_R0.17712 5.0637 (-16,-62,-16) Cerebelum_6_L0.21021 4.94853 (-30,-78,-22) Cerebelum_6_L0.30566 4.65947 (-22,-84,-22) Cerebelum_Crus1_L0.46948 4.31036 (6,-88,-10) Lingual_R0.47888 4.2941 (36,-38,-40) Cerebelum_Crus2_R2294 0.00037 0.00061 0.00024 11.3493 (0,6,56) Supp_Motor_Area_R0.00049 9.32545 (8,30,34) Cingulum_Mid_R0.00049 9.25186 (-2,18,46) Supp_Motor_Area_L0.00061 8.66842 (0,2,68) Supp_Motor_Area_R0.00073 8.53792 (0,-6,70) Supp_Motor_Area_R0.00122 8.14325 (-2,22,36) Frontal_Sup_Medial_L1736 0.00061 0.00098 0.00281 7.64762 (-48,4,30) Pre
entral_L0.0061 7.12261 (-56,-8,46) Post
entral_L0.01782 6.46693 (-50,28,24) Frontal_Inf_Tri_L0.02063 6.34655 (-54,16,32) Frontal_Inf_Oper_L0.05212 5.84752 (-50,-6,54) Pre
entral_L0.05823 5.77984 (-54,6,42) Pre
entral_L0.08655 5.54831 (-32,-4,64) Frontal_Sup_L0.1167 5.35413 (-42,-2,44) Pre
entral_L0.18481 5.03744 (-32,-4,52) Pre
entral_L0.21655 4.92606 (-58,10,20) Frontal_Inf_Oper_L0.23328 4.86595 (-26,-6,50) Frontal_Sup_L1153 0.00061 0.00305 0.00061 8.71686 (0,-6,12) Thalamus0.00098 8.27126 (-8,-2,10) Caudate_L0.23267 4.86751 (18,-8,20) Caudate_R1031 0.00061 0.00354 0.00061 8.71972 (-32,22,4) Insula_L0.00452 7.2841 (-42,16,6) Insula_L0.00854 6.88164 (-48,14,2) Frontal_Inf_Oper_L0.02576 6.24065 (-48,20,-6) Frontal_Inf_Orb_L830 0.00171 0.00476 0.00195 7.84031 (40,22,2) Insula_R0.00391 7.36148 (50,20,-2) Frontal_Inf_Oper_R1063 0.0022 0.0033 0.00684 7.02179 (-30,-54,58) Parietal_Sup_L0.00757 6.95509 (-26,-60,56) Parietal_Sup_L0.01013 6.76815 (-30,-48,46) Parietal_Inf_L0.11938 5.33424 (-48,-32,46) Post
entral_L0.41821 4.40675 (-26,-68,38) Parietal_Sup_L0.45251 4.34567 (-52,-34,52) Post
entral_L130 0.07507 0.04443 0.14087 5.21796 (26,-64,64) Parietal_Sup_R0.23376 4.86263 (32,-56,52) Parietal_Inf_R



30ROI test, the e�e
t was signi�
ant in the anatomi
ally de�ned frontal oper
ulum(FO) in both hemispheres, but the e�e
t was below signi�
an
e in the anterior in-sula in both hemispheres. Additionally, the left posterior parietal 
ortex, near theintraparietal and post
entral sul
i demonstrated an e�e
t due to syl. Cerebellar ef-fe
ts were mu
h more fo
al when 
ompared with the e�e
t of seq, with signi�
antin
reased a
tivity limited to the right superior 
erebellar 
ortex (Lobule VI) near thevermis, and generally posterior to the areas showing an e�e
t of seq (see Figure 2·5).Table 2.6 summarizes a
tivations for the main e�e
t of syl.
Table 2.6: Signi�
ant (P < 0.05, 
orre
ted for multiple 
omparisons)a
tivation peak summary for the main e�e
t of syllable 
omplexity(syl). Left to right, 
olumns show the size of 
ontiguous 
lusters,the P-value for that 
luster using 
ombined 
luter extent-voxel heightinferen
e, the P-value based only on 
luster extent, and the voxel-wiseP-value, pseudo-T value, MNI 
oordinates, and anatomi
al region labelfor a
tivation peaks within the 
luster. All P-values are 
orre
ted to
ontrol family-wise error.Cluster-size P(
ombo) P(
luster) P(voxel) pseudo-T MNI (x,y,z) Region Label1106 0.00159 0.00488 0.00061 8.38733 (0,18,46) Supp_Motor_Area_L0.0094 7.00759 (0,4,62) Supp_Motor_Area_R0.01013 6.95133 (0,0,70) Supp_Motor_Area_R0.04236 5.97899 (4,24,38) Cingulum_Mid_R510 0.00879 0.01306 0.00623 7.20664 (50,22,-6) Frontal_Inf_Orb_R0.09216 5.4626 (42,20,-12) Frontal_Inf_Orb_R0.0979 5.42468 (38,26,0) Insula_R0.125 5.24541 (38,24,-6) Insula_R346 0.02197 0.02063 0.021 6.40769 (-26,-62,52) Parietal_Sup_L0.05579 5.7753 (-30,-54,52) Parietal_Inf_L0.12891 5.22414 (-48,-40,52) Parietal_Inf_L0.3396 4.44609 (-20,-66,66) Parietal_Sup_L0.42749 4.23381 (-38,-44,44) Parietal_Inf_L380 0.02026 0.01855 0.05469 5.78835 (-34,26,0) Frontal_Inf_Tri_L0.06726 5.6656 (-34,22,4) Insula_L0.11047 5.33845 (-50,12,0) Frontal_Inf_Oper_L178 0.07104 0.04468 0.16602 5.02891 (22,-76,-20) Cerebelum_6_R0.19812 4.89095 (26,-62,-18) Cerebelum_6_R



31
y=−84
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y=−76

y=−72

y=−68

y=−64

y=−60

y=−56

4.00 8.39Figure 2·6: Main e�e
t of syllable 
omplexity: areas that showed asigni�
antly greater response for sequen
es 
omprised of 
omplex syl-lables than for sequen
es 
omprised of simple syllables, averaged a
rossother fa
tors. The statisti
al image was thresholded at PFWE < 0.05.Color s
ale represents voxel-wise pseudo-T value. See methods for de-tails. Left: Signi�
ant a
tivity rendered on semi-in�ated 
orti
al sur-fa
e. Dark gray 
orti
al areas represent sul
i, lighter gray areas aregyri. Right: Signi�
ant a
tivations rendered on 
oronal sli
es throughthe 
erebellum at various depths. Anatomi
al images are 
roppedversions of the 
anoni
al SPM T1 image, and follow neurologi
al 
on-ventions (right hemisphere on the right side of image); y-values referto planes in MNI-spa
e. The 
olor s
ale is 
ommon to both 
orti
aland 
erebellar renderings.



322.3.6 Intera
tions between fa
torsNo signi�
ant (PFWE < 0.05) intera
tion e�e
ts were found for go×seq, go×syl, orfor the three-way intera
tion go×seq×syl. There was, however, a strong intera
tionbetween the fa
tors seq and syl. Figure 2·7 shows brain areas that demonstrateda signi�
ant positive-dire
tion intera
tion between sequen
e 
omplexity and syllable
omplexity (i.e. {C_syl,C_seq − C_syl,S_seq} > {S_syl,C_seq − S_syl,S_seq}).These areas in
luded the medial premotor 
orti
es (SMA / pre-SMA / 
ingulatesul
us), the jun
tion of the frontal oper
ulum and anterior insula bilaterally, theleft posterior parietal 
ortex, the anterior thalamus, the superior 
erebellum, andregions of the pre
entral gyrus and prefrontal 
ortex in and surrounding the inferiorfrontal sul
us, primarily in the left hemisphere. Results from region-level testingshowed that the medial a
tivations only produ
ed a signi�
ant e�e
t in the pre-SMA (and not SMA), bilaterally. The e�e
ts in the ventral premotor 
ortex, inferiorfrontal gyrus pars oper
ularis, and superior parietal lobe were signi�
antly (P < 0.05)left-lateralized. Table 2.7 summarizes a
tivations for the seq×syl intera
tion. Afurther investigation of intera
tions between syl and seq is also available in the onlinesupplementary materials.The �nding that sequen
e 
omplexity (seq) and syllable 
omplexity (syl) had asigni�
ant intera
tion in 
ertain areas warranted further investigation. Portions ofthe left prefrontal 
ortex, for example, showed a main e�e
t for seq but not for syl,but also showed a strong intera
tion e�e
t. It was useful, then, to determine howthe e�e
t of sequen
e 
omplexity (Figure 2·5) di�ered for the two levels of syllable
omplexity; that is, how the additional a
tivity required for sequen
ing multipleunique syllables was modulated by the phoneti
 / arti
ulatory 
omplexity of ea
hsyllable. The e�e
t of seq was tested individually within ea
h of the two levelsof syllable 
omplexity (simple syllables, 
omplex syllables). Figure 2·8 shows the
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4.00 9.24Figure 2·7: Intera
tions between sequen
e 
omplexity and syllable
omplexity. The statisti
al image was thresholded at PFWE < 0.05.Color s
ale represents voxel-wise pseudo-T value. See methods for de-tails. Left: Signi�
ant a
tivity rendered on semi-in�ated 
orti
al sur-fa
e. Dark gray 
orti
al areas represent sul
i, lighter gray areas aregyri. Right: Signi�
ant a
tivations rendered on 
oronal sli
es throughthe 
erebellum at various depths. Anatomi
al images are 
roppedversions of the 
anoni
al SPM T1 image, and follow neurologi
al 
on-ventions (right hemisphere on the right side of image); y-values referto planes in MNI-spa
e. The 
olor s
ale is 
ommon to both 
orti
aland 
erebellar renderings.



34Table 2.7: Signi�
ant (P < 0.05, 
orre
ted for multiple 
omparisons)a
tivation peak summary for the positive intera
tion e�e
t of syllable
omplexity × sequen
e 
omplexity (seq×syl). Left to right, 
olumnsshow the size of 
ontiguous 
lusters, the P-value for that 
luster using
ombined 
luter extent-voxel height inferen
e, the P-value based onlyon 
luster extent, and the voxel-wise P-value, pseudo-T value, MNI
oordinates, and anatomi
al region label for a
tivation peaks withinthe 
luster. All P-values are 
orre
ted to 
ontrol family-wise error.Cluster-size P(
ombo) P(
luster) P(voxel) pseudo-T MNI (x,y,z) Region Label2768 0.00012 0.00037 0.00012 9.24008 (0,16,48) Supp_Motor_Area_L0.00037 8.85036 (-8,8,62) Supp_Motor_Area_L0.00037 8.32387 (2,34,36) Frontal_Sup_Medial_R0.00073 8.07759 (8,26,34) Cingulum_Mid_R0.03589 6.11734 (0,16,66) N/A0.06482 5.77648 (2,14,32) Cingulum_Mid_R0.08374 5.61253 (-6,24,28) Cingulum_Ant_L2101 0.00012 0.00049 0.00012 9.15435 (34,22,-8) Frontal_Inf_Orb_R0.00195 7.77868 (38,44,24) Frontal_Mid_R0.00891 6.97827 (52,20,-4) Frontal_Inf_Orb_R0.01501 6.60839 (40,20,10) Frontal_Inf_Tri_R0.13525 5.30193 (52,34,26) Frontal_Inf_Tri_R0.31763 4.67356 (58,24,14) Frontal_Inf_Tri_R3187 0.00024 0.00037 0.00037 8.41327 (-42,30,24) Frontal_Inf_Tri_L0.00305 7.42877 (-30,24,6) Insula_L0.00439 7.31329 (-42,46,22) Frontal_Mid_L0.01282 6.68387 (-36,16,-8) Insula_L0.01404 6.64428 (-58,14,18) Frontal_Inf_Oper_L0.04053 6.06169 (-52,16,14) Frontal_Inf_Tri_L0.04272 6.04246 (-44,14,4) Insula_L0.12463 5.35462 (-62,6,28) Pre
entral_L0.15784 5.19544 (-40,12,26) Frontal_Inf_Tri_L0.27173 4.80442 (-52,10,44) Frontal_Mid_L0.31409 4.68594 (-50,4,36) Pre
entral_L1686 0.00134 0.00085 0.01111 6.81014 (42,-50,-30) Cerebelum_Crus1_R0.0166 6.5356 (28,-52,-24) Cerebelum_6_R0.02649 6.27152 (32,-52,-28) Cerebelum_6_R0.0271 6.24839 (36,-56,-28) Cerebelum_6_R0.03821 6.08466 (-2,-72,-8) Vermis_60.05945 5.82793 (14,-66,-12) Cerebelum_6_R0.11084 5.43767 (42,-72,-28) Cerebelum_Crus1_R0.13684 5.29047 (2,-56,-32) Vermis_90.31763 4.67387 (14,-58,-20) Cerebelum_6_R0.52759 4.17515 (14,-54,-14) Cerebelum_4_5_R856 0.00244 0.00366 0.00317 7.39145 (16,-6,14) Caudate_R0.00415 7.32411 (-10,0,10) Caudate_L0.01111 6.81383 (10,-2,12) Caudate_R0.03857 6.08045 (-4,-10,14) Thalamus_L0.07166 5.71289 (8,-8,2) Thalamus_R1004 0.00305 0.00281 0.01379 6.65005 (-30,-52,50) Parietal_Inf_L0.10303 5.48829 (-40,-44,54) Parietal_Sup_L0.1759 5.12255 (-52,-40,56) Post
entral_L0.18689 5.08376 (-36,-48,42) Parietal_Inf_L0.48474 4.26502 (-24,-72,46) Parietal_Sup_L0.51648 4.19948 (-18,-68,64) Parietal_Sup_L292 0.0282 0.01501 0.07263 5.69839 (34,2,58) Frontal_Mid_R0.19836 5.0424 (34,2,38) Frontal_Mid_R0.21497 4.98342 (34,4,44) Frontal_Mid_R0.23511 4.92222 (44,12,38) Frontal_Mid_R0.43384 4.36841 (34,0,48) Pre
entral_R114 0.03137 0.06018 0.0166 6.53542 (-44,-58,-16) Fusiform_L221 0.0354 0.02271 0.10193 5.49464 (-32,0,52) Frontal_Mid_L0.15063 5.22492 (-38,0,62) Pre
entral_L



35e�e
ts of additional sequen
e 
omplexity within GO trials for both syllable types(C_seq / S_syl minus S_seq / S_syl and C_seq / C_syl minus S_seq / C_syl)as well as the interse
tion (
onjun
tion) of these 
omparisons rendered on a singlebrain. The pseudo-T map in Figure 2·8 was subje
ted to a less stringent thresholdthan the other �gures. Be
ause the 
omparison involved many fewer trials for ea
hsubje
t, the statisti
al power was insu�
ient to allow for 
orre
tions for multiple
omparisons. Nevertheless, the un
orre
ted statisti
al map provides some insightinto the intera
tions between the two 
omplexity fa
tors.2.4 Dis
ussionThis study was designed to provide additional insight into the neural substratesfor planning and produ
ing sequen
es of simple spee
h sounds, a fa
ulty that isubiquitous in normal dis
ourse. This topi
 has re
eived relatively little attentionin the neuroimaging literature to date, with most studies of language produ
tionfo
using on aspe
ts of word generation and produ
tion (reviewed in Indefrey andLevelt, 2000; Turkeltaub et al., 2002), or on other aspe
ts of verbal output su
has speaking rate (Wildgruber et al., 2001; Rie
ker et al., 2005) or prosody (Rie
keret al., 2002). Previous 
omputational studies in the Guenther laboratory have ledto the implementation of a neural model that is 
apable of learning and produ
ing(by means of a 
omputer-simulated vo
al tra
t) simple spee
h sounds (Guenther,1994, 1995; Guenther et al., 1998, 2006). More re
ently hypotheses regarding theneuroanatomi
al lo
ations of various pro
essing 
omponents and representations inthe model have been developed and published (Guenther et al., 2006; Guenther,2006). Currently, however, the model does not treat sequen
ing or expli
it planningbeyond a single �
hunk.� This experiment investigated the neural substrates forrepresenting spee
h items (and their serial order) within planned sequen
es, and for
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C_syl S_syl BothFigure 2·8: E�e
t of sequen
e 
omplexity by syllable type duringGO trials (P < 0.01 un
orre
ted). Blue pat
hes show the e�e
ts ofsequen
e 
omplexity for simple syllables, yellow pat
hes for 
omplexsyllables, and green the interse
tion (
onjun
tion) between syllabletypes. Left Top: Signi�
ant a
tivity rendered on semi-in�ated 
orti
alsurfa
e. Dark gray 
orti
al areas represent sul
i, lighter gray areas aregyri. Left Bottom: Signi�
ant a
tivity rendered on axial sli
es throughthe basal ganglia and thalamus at various depths. Right: Signi�
anta
tivations rendered on 
oronal sli
es through the 
erebellum at variousdepths. y- and z-values refer to planes in MNI-spa
e. Anatomi
alimages are 
ropped versions of the 
anoni
al SPM T1 image, and followneurologi
al 
onventions (Left hemisphere on the left side of image);The 
olor s
ale is 
ommon to ea
h sub-�gure.



37initiating and 
oordinating the serial produ
tion of these items (e.g. Lashley's a
tionsyntax problem; Lashley, 1951).Subje
ts spoke or prepared to speak non-word sequen
es of three syllables. Theuse of non-lexi
al items served to eliminate semanti
 e�e
ts, whi
h were not a fo
usof interest in this study6. Be
ause related modeling work is not tied to a parti
ularlevel of phonologi
al representation (the 
urrent DIVA implementation is 
apable oflearning phonemes, syllables, or multi-syllabi
 words), and be
ause the resear
h 
om-munity has not arrived at a 
onsensus on planning �units� in spee
h, the stimuli wereparameterized by two 
omplexity fa
tors: within ea
h syllable (syllable 
omplexityor syl) and a
ross the syllables in the sequen
e (sequen
e 
omplexity or seq). Manyprevious authors have 
onsidered the importan
e of the syllable as a unit in spee
hprodu
tion (Sevald et al., 1995; Ferrand and Segui, 1998; Ziegler and Maassen, 2004;Cholin et al., 2006), and in the present study the presentation of stimuli as three one-syllable items separated by hyphens likely en
ouraged parti
ipants to treat syllablesas 
hunks (see for example Klapp, 2003, who demonstrated a similar 
hunking e�e
tdependent on how the stimuli were stru
tured). Although syllable-sized units areprobably involved at some level(s) of the spee
h planning pro
ess, the relevan
e ofphonemi
 units is also supported by slips of the tongue, phonemi
 paraphasias, andde�
its in disorders su
h as apraxia of spee
h. �Slots and �llers� (Shattu
k-Hufnagel,1979, 1983, 1987) or �Frame and Content� (Ma
Neilage, 1998) theories of spee
h pro-du
tion postulate that syllables and the phonemes whi
h 
omprise them may haveseparate representations. In su
h proposals, the abstra
t syllable frame often servesto indi
ate the eligibility of phonemes in parti
ular �slots� or serial positions. Su
hmodels have been parti
ularly useful in addressing spee
h error data.6It has been suggested (Gupta et al., 2005), however, that non-words repetition and word listre
all may share 
ommon sequen
ing me
hanisms. The use of non-words was intended to simplifypossible interpretations of the experimental results and still sheds light on me
hanisms involved inmore typi
al language produ
tion.



38In the 2×2×2 fa
torial analysis performed here, the 
omplexity-related e�e
tshave important interpretations in understanding the representations of forth
omingspee
h plans. A main e�e
t of seq was observed when a region showed a greaterresponse due to the demands of representing three unique syllables 
ompared to justone. In
reasing sequen
e 
omplexity also ne
essarily led to an in
rease in the numberof unique sub-syllabi
 targets. A main e�e
t of syl o

urred when a region's responsein
reased due to the demands for representing sub-syllabi
 
omplexity at the levelof a single syllable. Be
ause the syllable 
omplexity 
omparison was made withoutregard for sequen
e 
omplexity, it does not always re�e
t the ne
essity to plan morearti
ulatory targets over the entire forth
oming utteran
e; instead it is always truethat in
reasing syl in
reases the stru
tural 
omplexity of the individual syllable-sizeditems being planned. A seq×syl intera
tion o

urred when in
reasing sequen
e orsyllable 
omplexity in
reased the size of the e�e
t of the other fa
tor (e.g. if thee�e
t of sequen
e 
omplexity was greater when the syllabi
 items were 
omplex).The experimental proto
ol used was di�erent in several ways from most otherneuroimaging studies of spee
h produ
tion. First, the utilization of a sparse s
anningpro
edure (see also Eden et al., 1999; Birn et al., 2004; S
hmithorst and Holland,2004; Nebel et al., 2005) that took advantage of the hemodynami
 delay enabledthe use of overt spee
h produ
tion while avoiding movement-related artifa
ts (Birnet al., 1998; Bar
h et al., 1999), and allowed subje
ts to produ
e utteran
es in relativesilen
e. Other authors have dealt with movement artifa
ts by ex
luding imagesobtained during arti
ulation from their analyses (e.g. Rie
ker et al., 2002), but thisapproa
h still requires subje
ts to speak with loud ba
kground noise due to thes
anner gradients. While su
h important issues asso
iated with imaging overt spee
hhave been dis
ussed in the literature (Munhall, 2001; Gra

o et al., 2005), theyare often disregarded due to te
hni
al limitations or other priorities (although see



39de Zubi
aray et al., 2000 and Abrahams et al., 2003) Also, in the present design,stimuli were drawn randomly from di�erent 
onditions in ea
h trial, eliminatingadaptation and habituation e�e
ts that 
an o

ur with blo
ked presentation. Finally,the in
lusion of a random-duration wait period between stimulus presentation andthe GO signal enabled the imaging of pre-arti
ulatory preparation for spee
h as wellas the arti
ulation period without 
ueing the subje
t about the trial type beforehand.This design is similar to simple rea
tion time tasks (e.g. Sternberg et al., 1978; Klapp,2003) as well as ele
trophysiologi
al studies of motor sequen
e performan
e in non-human primates (e.g. Shima and Tanji, 2000; Lu and Ashe, 2005). In the latterstudies, 
ells in many regions of the frontal 
ortex show anti
ipatory a
tivity relatedto the forth
oming sequen
e during the wait period. Here fMRI was used in anattempt to measure analogous responses in the wait period prior to arti
ulation ofsyllable sequen
es.While the NOGO task used in this experiment shares 
ommon elements with
overt spee
h, it is not equivalent to that task, whi
h has been used in many spee
himaging studies. In our task, there is no expli
it instru
tion other than to �be pre-pared to immediately speak� the most re
ently presented sequen
e upon viewing aGO signal. It was assumed that subje
ts use the stimulus display as a �pre
ue,� load-ing the sequen
e into a working memory bu�er prior to the arrival of the GO signal.This notion is supported by the 
lassi
al �nding in rea
tion time studies that 
hoi
erea
tion time (in whi
h the GO signal itself informs the subje
t of the stimulus) islonger than simple rea
tion time (in whi
h the pre
ue provides the stimulus, as inthe present study; Donders, 1969).The minimal network used for produ
ing syllable sequen
es was assessed by per-forming a 
onjun
tion analysis (Ni
hols et al., 2005) between the four individualspeaking 
onditions 
ompared to the baseline. This method based on the maximum
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P -statisti
 provides a 
onservative estimate (Friston et al., 2005) of the spee
h pro-du
tion system (see Figure 2·3). Overt produ
tion of syllable sequen
es of all typesresulted in signi�
ant a
tivation that extended beyond the 
entral sul
us, involvingalso the medial premotor areas, the frontal oper
ulum and anterior insula, the ante-rior thalamus, and the 
erebellum. The only di�eren
es between speaking 
onditionswere in the phonologi
al 
omposition of the sequen
es. Very generally, we observedthat in
reasing the 
omplexity of the stimulus led to additional a
tivity in this min-imal spee
h produ
tion network and beyond. Average utteran
e durations variedmoderately but signi�
antly a
ross 
onditions. Although these di�eren
es 
ould,themselves, lead to variable brain responses, one would expe
t duration-spe
i�
 re-sponses to be fo
used in the primary sensorimotor and auditory regions. Di�eren
esobserved a
ross 
onditions in �higher-order� regions are unlikely to have been a simplee�e
t of speaking duration.The results observed here 
on�i
t with the �ndings of Rie
ker et al. (2000b),who examined the e�e
ts of arti
ulatory/phoneti
 
omplexity on the spee
h produ
-tion system. In that study, none of the stimuli eli
ited signi�
ant a
tivation of theanterior insula, frontal oper
ulum, or SMA, and only produ
tion of 
omplex sylla-bles (using the terminology adopted herein) a
tivated the 
erebellum. There wereseveral di�eren
es between experimental designs. In Rie
ker et al. (2000b), stimuliwere spoken repeatedly (at syllable produ
tion rates between approximately 1 and2 Hz) for one minute periods. For single syllables, this amounted to simple repeti-tions over the full minute; for the multi-syllabi
 utteran
es, subje
ts attempted toequally spa
e the individual syllables at the same rate as the single syllable stimuli,and repeated the set of three until the minute was 
omplete. In our proto
ol, asequen
e was presented then removed during a delay period, for
ing subje
ts to loadthe sequen
e into a working memory bu�er in anti
ipation of the GO signal. A three



41syllable utteran
e was prepared and/or produ
ed just on
e in a trial, and the nexttrial involved a new stimulus. In a previous study in our laboratory (Ghosh et al.,2003), produ
tion of even simple vowel sounds a
tivated areas beyond those observedin Rie
ker et al. (2000b); furthermore, in that experiment, syllables were produ
edimmediately upon visual presentation, so the a
tivation of those areas 
annot bemerely attributed to the verbal working memory requirements in the present study.The limited a
tivation patterns for 
omplex spee
h stimuli in Rie
ker et al. (2000b)may resulted from the blo
ked paradigm used. The authors' suggestion that poly-syllable tokens might be organized as higher-order units posing fewer demands onthe motor system seems unlikely. In English, for example, there are approximately500 very 
ommonly used syllables. If arbitrary non-lexi
al 
ombinations of thesesyllables were stored as higher-level motor memories, this would result in an unlikely
ombinatorial explosion. Rather, as Lashley (1951) noted, the human brain must beable to arrange smooth sequen
es of behavior from a �nite alphabet of learned a
ts.The additional a
tivations observed in the present study due to in
reasing stimu-lus 
omplexity supports the notion that these utteran
es were �assembled� and notsimply exe
uted from a single motor memory.The basi
 spee
h produ
tion network observed is in general agreement (althougha
tivated regions di�er depending on the pre
ise 
onditions and baselines used) withmany other studies of overt produ
tion of various spee
h stimuli (Murphy et al., 1997;Wise et al., 1999; Rie
ker et al., 2000a; Fiez, 2001; Blank et al., 2002; Rie
ker et al.,2002; Shuster and Lemieux, 2005; Rie
ker et al., 2005, see also Indefrey and Levelt,2000 and Turkeltaub et al., 2002 for meta-analyses of word produ
tion experiments).Many of the regions within and beyond the minimal spee
h produ
tion network(Figure 2·3) showed 
omplexity-related response variations. Our results show thatsequen
e and syllable 
omplexity intera
ted strongly in many of the regions in whi
h



42a main e�e
t of seq was observed. This is likely due to the hierar
hi
al relationshipbetween syllables and the phonemes or phoneti
 targets that 
omprise them. In thisstudy, a 
omplex sequen
e of simple syllables (e.g. ka-ru-ti) 
ould 
ontain up tofour more distin
t phoneti
 targets than a simple sequen
e of simple syllables (e.g.ka-ka-ka), whereas a 
omplex sequen
e of 
omplex syllables (e.g. kla-tri-splu) 
ould
ontain up to eight more targets than a simple sequen
e of 
omplex syllables (e.g.kla-kla-kla). Thus the two fa
tors were inherently intertwined, and an intera
tionwould be anti
ipated if a region represented the full forth
oming spee
h plan at asub-syllabi
 level, or if the representation of 
omplex syllables was simply larger (e.g.greater BOLD response). In assessing the main e�e
t of seq, 
omplex sequen
eswere 
ompared to simple ones regardless of the 
omplexity of the individual syllableswithin. While more syllables had to be represented for 
omplex sequen
es, subje
tsalso had to plan more sub-syllabi
 targets be
ause these stimuli always 
ontainedmore unique phonemes than did simple sequen
e stimuli. If an area showed a maine�e
t for seq, but did not show an intera
tion between seq and syl, this would indi
atethat the area likely was used to represent �
hunks� without regard for the 
omplexityof the 
hunk. In the present study, the only region that showed the main e�e
t ofseq but did not also show the seq×syl intera
tion was the right inferior 
erebellum(Lobule VIII). The fa
t that the remaining regions showing a main e�e
t for seq alsoshowed a seq×syl intera
tion is informative be
ause it indi
ates that in most portionsof the spee
h planning system, sub-syllabi
 detail plays an important representativerole.A major motivation for this study was to provide additional 
onstraints for modelsof the spee
h produ
tion system. The following se
tions dis
uss the patterns ofresponses obtained for various anatomi
al stru
tures, review previous pertinent data,and develop hypotheses 
on
erning how these stru
tures may ea
h 
ontribute to the



43planning and produ
tion of sequen
es of syllables and, moreover, �uent spee
h.2.4.1 Sensorimotor areasOvert produ
tion of all stimulus types resulted in signi�
ant bilateral a
tivation(
ompared to baseline) of the primary sensorimotor areas in and surrounding the
entral sul
us. These areas showed a main e�e
t for go, indi
ating that they were, onaverage, more a
tive for performan
e than for preparation. In both 
omparisons, thea
tivity maps roughly follow the motor / sensory homun
ulus representations of thelips, jaw, tongue, and larynx (see Guenther et al., 2006, for a review of the estimatedanatomi
al lo
ations of the 
omponents of the spee
h motor system). These resultssuggest that the primary motor and somatosensory 
orti
es, bilaterally, are engagedin the online 
ontrol of the arti
ulators and registration of orosensory feedba
k. Thisresult was, of 
ourse, expe
ted sin
e sensorimotor 
orti
al a
tivity is seen in allneuroimaging studies involving arti
ulated spee
h.The degree to whi
h a
tivation in these areas is lateralized for spee
h is of inter-est. Signi�
ant left lateralization at the level of the pre
entral gyrus has previouslybeen demonstrated for 
overt spee
h (Wildgruber et al., 1996; Rie
ker et al., 2000a).Rie
ker et al. (2000a) found bilateral a
tivation (with moderate left-hemisphere bias)when the speaking task was made overt. In the present study, a similar lateralizationof motor 
ortex a
tivity was observed for the preparation-only trials. ROI analysesrevealed signi�
ant (P < 0.05) left lateralization in the ventral motor 
ortex duringNOGO trials. For GO trials, this region's a
tivation was on average stronger in theleft, but this trend was not signi�
ant. The e�e
t of (seq) was also signi�
antlystronger in the left hemisphere ventral motor and ventral premotor 
orti
es. Theseresults, 
oupled with the previous observations for 
overt spee
h, suggest a spe
ialrole for the left hemisphere motor 
ortex. It is hypothesized that preparation for



44speaking �primes� motor 
orti
al 
ells primarily in the left hemisphere that driveexe
ution of learned motor programs, but that the right hemisphere motor 
ortexbe
omes a
tive when overt spee
h is initiated in order to more generally aid in theonline 
ontrol of the arti
ulators.2.4.2 Left hemisphere prefrontal areasIn this study a strong left-lateralized response to additional sequen
e 
omplexity (seeFigure 2·5) was observed in the left pre
entral gyrus and prefrontal 
ortex along theinferior frontal sul
us. The left IFS region also showed a strong positive intera
tione�e
t between seq and syl (see Figure 2·7). In other words, the BOLD responsenear the IFS was greater for 
omplex vs. simple sequen
es, but the amount of theadditional signal was larger when the sequen
es were 
omposed of 
omplex syllables.This 
on
lusion is also supported by the e�e
t of sequen
e 
omplexity, evaluatedindividually for ea
h syllable type (see Figure 2·8), whi
h showed greater magnitudeand extent of a
tivation in left prefrontal areas when the sequen
es were 
omposedof 
omplex syllables. This region did not show a main e�e
t of syl.The lateral prefrontal 
ortex has been impli
ated in a great number of studies oflanguage and working memory (Gabrieli et al., 1998; Kerns et al., 2004; Fiez et al.,1996; D'Esposito et al., 1998) and in serial order pro
essing (Petrides, 1991; Averbe
ket al., 2002, 2003). The 
omplexity-related a
tivity observed here is near the humanhomologue of a region that Averbe
k et al. (2002, 2003) re
orded from (BA46) whilemonkeys planned serial drawing movements. Averbe
k et al. (2002) demonstratedthat prior to initiating a planned sequen
e of movements, there existed a parallel
o-a
tive representation of ea
h of the 
omponents of the forth
oming sequen
e. Therelative a
tivity level in groups of 
ells that 
oded for the 
omponent movements
orresponded to the order in whi
h the movements would be produ
ed. Based on



45the results of the present study, I hypothesize that planning memory-guided syllablesequen
es also ne
essitates su
h a parallel representation; 
oding for three distin
tsyllable �
hunks� requires more neural and metaboli
 resour
es than 
oding for asequen
e that 
ontains only one syllable �
hunk� repeated three times. Spe
i�
ally,a standing parallel representation of the forth
oming utteran
e is suggested to belo
ated in or near the inferior frontal sul
us. The presen
e of a strong intera
tionbetween seq and syl suggests that 
omplex syllables may require the a
tivation ofmultiple phonologi
al units in the inferior frontal sul
us, or that 
omplex or lessfrequently utilized syllables have a larger representation in this area than simplesyllables.An alternative hypothesis regarding IFS a
tivity was proposed by Crosson et al.(2001) who found that, in an inner spee
h task, IFS a
tivity was modulated by theamount of semanti
 pro
essing required. The authors spe
ulated that the IFS isinvolved in word generation from semanti
 
ues. In a follow-up study of 
overt wordgeneration, Crosson et al. (2003) found left IFS a
tivity only when word genera-tion required the use of semanti
 knowledge. In the present study IFS a
tivity wasmodulated by the phonologi
al 
omposition of non-lexi
al syllable sequen
es. Thestimuli were designed to remove semanti
 e�e
ts 
ompletely but IFS a
tivation andstimulus-dependent modulation was still observed. This suggests that this region, atleast in part, plays a non-semanti
 role in representing spee
h plans.A
tivity was also observed in the present study within the left posterior inferiorfrontal gyrus pars oper
ularis (BA44) and neighboring premotor areas related toseq. In previous work this area (in the left hemisphere) has been asso
iated withthe Spee
h Sound Map 
omponent of the DIVA model (Guenther et al., 2006). Thee�e
t of seq in both the ventral premotor 
ortex and the inferior frontal gyrus parsoper
ularis was signi�
antly greater in the left hemisphere. A predi
tion of the model,



46whi
h suggests that Spee
h Sound Map 
ells read out motor plans for well-learnedspee
h �
hunks,� is that there should be additional a
tivity when multiple 
hunksare a
tivated. Be
ause produ
tion of 
omplex sequen
es requires the a
tivation ofmultiple spee
h sound map 
ells, one would expe
t to observe additional a
tivitywith BOLD fMRI, thus a

ounting for the 
omplexity-related a
tivation of posteriorBA44 observed here.2.4.3 Anterior insula and frontal oper
ulumRe
ently the role of the anterior insula in spee
h produ
tion has re
eived great atten-tion (Dronkers, 1996; Wise et al., 1999; Nagao et al., 1999; A
kermann and Rie
ker,2004; Hillis et al., 2005). Dronkers (1996) identi�ed the pre
entral gyrus of theleft-hemisphere insula as the 
ommon site of lesion overlap in a group of patientsdiagnosed with apraxia of spee
h; this region was preserved in an aphasi
 
ontrolgroup without AOS. Wise et al. (1999) found a similar region involved in arti
ulatedbut not 
overt spee
h. In this study a
tivation was observed in or near the pre
entralgyrus of the insula in both hemispheres during all GO 
onditions (Figure 2·3); theseareas were not signi�
antly a
tive for NOGO trials, and did not show signi�
ante�e
ts for the fa
tors seq or syl. This portion of the anterior insula, believed to beanalogous to that found by Wise et al. (1999), is, therefore, suggested to be engagedonly for the overt produ
tion of spee
h and is not expli
itly involved in sequen
erepresentation. The involvement of the right anterior insula in overt spee
h is some-what surprising (
f. Wise et al., 1999; Rie
ker et al., 2000a). A
kermann and Rie
ker(2004) suggested that the left and right insula might a
t on di�erent time s
alesin vo
al 
ontrol; this study involved supra-segmental sequen
es, but subje
ts werespe
i�
ally instru
ted to avoid prosodi
 modulation, whi
h has been attributed toright hemisphere stru
tures. It is possible that in previous experiments the right in-



47sula was involved but failed to rea
h signi�
an
e and/or the present use of non-lexi
alstimuli may have further engaged the right hemisphere.Nota and Honda (2003) hypothesized that the anterior insula may be involved inen
oding and bu�ering phoneti
 plans for arti
ulation. This suggestion was basedon results showing insular involvement when the spoken utteran
e was 
hanged ran-domly throughout the session but not when the same utteran
e was repeatedly spo-ken. The present result, that the pre
entral gyrus region of the insula was a
tivein all GO trials, is 
onsistent with this suggestion be
ause stimuli were 
hosen ran-domly per trial, and thus subje
ts always needed to �reload� the spee
h plan. Thela
k of a 
omplexity e�e
t, however, suggests that it is unlikely to play a role in therepresentation of the phonologi
al / phoneti
 plan. Furthermore, this area be
amea
tive due to overt spee
h, not merely by reloading a spee
h plan as in the NOGOtrials. Insular damage has previously been found to lead to de�
its in spee
h ini-tiation (Shuren, 1993) and motivation to speak (Habib et al., 1995). Based on ourresults, this portion of the insula is more likely involved in these fun
tions than inspee
h en
oding or sequen
e bu�ering.A separate fo
us of a
tivity, at the jun
tion of the anterior insula and frontaloper
ulum bilaterally, showed a 
onsistent a
tivation pattern that was quite di�erentfrom that dis
ussed above. In
reased responses were observed for additional sequen
eor syllable 
omplexity. This area also showed a strong intera
tion between seq and syland showed no signi�
ant di�eren
e for GO vs. NOGO trials. It is likely, therefore,that this region is involved in representation of the spee
h plan at some level. It mayperhaps serve as a substrate for the integration of lower-level aspe
ts of the spee
hmotor plan with more abstra
t representations of spee
h sounds used in sequen
eplanning. In addition to providing the proper spee
h units to the motor apparatus atappropriate times, a system for organizing �uent spee
h must also integrate a�e
tive



48and linguisti
 prosody, for example. The anterior insula is well 
onne
ted with themedial premotor areas and the temporal and parietal lobes, and gives proje
tions tothe frontal oper
ulum as well as the prefrontal 
ortex (Augustine, 1996; Flynn et al.,1999). It is therefore in a position to provide 
ontextual information to the spee
hsound map allowing �exible produ
tion of learned motor programs. This notion issimilar to one dis
ussed by Van der Merwe (1997) who likened motor programs to
omputer subroutines, whi
h 
an be supplied with parameters by other parts of thespee
h / language system. Alternatively, this region may be a portion of the spee
hsound map itself.2.4.4 Temporal and parietal areasThe temporal lobe a
tivity observed in this study 
an be primarily attributed tosubje
ts hearing their own voi
es while speaking. Compared with the baseline, theovert speaking (GO) 
onditions 
onjointly a
tivated bilateral areas along the supra-temporal plane, in
luding Hes
hl's gyrus and planum temporale, as well as the pos-terior superior temporal gyrus. Ea
h of these areas also was signi�
antly more a
tivefor GO trials than for NOGO trials, and none showed e�e
ts for the other fa
tors.A region in the parietal lobe along the intraparietal sul
us near the jun
tion withthe post
entral sul
us responded to additional 
omplexity, demonstrating e�e
ts forseq and syl, and a seq×syl intera
tion. These e�e
ts were signi�
antly stronger inthe left hemisphere. This area was not a part of the minimal network required forperforman
e of any of the sequen
e types (see Figure 2·3), but did be
ome a
tive(
ompared to the baseline 
ondition) for 
omplex sequen
es (Table 2.2). No signi�-
ant di�eren
es were found between GO and NOGO trials. The intraparietal sul
usdivides the superior parietal lobule (BA 7) and the supramarginal gyrus (BA 40).The latter area has been asso
iated with the �phonologi
al store� portion of Badde-



49ley's (1986) phonologi
al loop model (Paulesu et al., 1993; Awh et al., 1996; Jonideset al., 1998); in Baddeley's model this module 
ontains phonologi
al representationswhi
h 
an be temporarily a
tivated by in
oming verbal information. Henson et al.(2000) found a
tivity in BA 7 and BA 40 (near the fo
us of a
tivation in this study)when 
omparing a delayed mat
hing task involving letters to one involving non-verbal symbols. They suggest that these areas parti
ipate in phonologi
al re
odingof visually presented verbal materials. Crottaz-Herbette et al. (2004) found nearbyareas along the left intraparietal sul
us to be more a
tive in a verbal working memorytask when stimuli were presented visually than when they were presented auditorily.These results suggest that the a
tivation of primarily left hemisphere parietalareas in this study is likely related to the translation of the orthographi
 display ofthe stimuli into manipulable phonologi
al 
odes used in spee
h planning. Be
ausestimuli of in
reasing 
omplexity at both the syllable and sequen
e level would pre-sumably require further en
oding, the 
omplexity e�e
ts in these areas are naturallya

ounted for. The absen
e of a main e�e
t for go indi
ates that this a
tivity is notsigni�
antly augmented during produ
tion. This makes sense if the a
tivation is dueto orthographi
 to phonologi
al translation, whi
h 
an be performed immediatelyupon stimulus presentation in both GO and NOGO trials.2.4.5 Medial premotor areasThe role of the SMA in spee
h produ
tion has been studied sin
e stimulation experi-ments in patients by Pen�eld and 
olleagues eli
ited spee
h arrest or prolongation ofvowel sounds (Pen�eld and Wel
h, 1951; Pen�eld and Roberts, 1959). Many studieshave shown that the medial aspe
t of Brodmann's Area 6 
omprises at least twosub-regions that 
an be distinguished on the basis of 
ytoar
hite
ture, 
onne
tivity,and fun
tion: the pre-SMA lo
ated rostral to the verti
al line passing through the



50anterior 
ommissure (VCA line), and the SMA-proper lo
ated 
audally (Pi
ard andStri
k, 1996). Additional motor-related zones also lie in the anterior portions of the
ingulate sul
us (BA32) and have been asso
iated with 
omplex movements (Pi
ardand Stri
k, 1996). Although most lesion and brain imaging studies have failed to de-lineate these regions, Tanji and 
olleagues have 
olle
ted a wealth of data in monkeysthat suggest that the SMA and pre-SMA are both 
ru
ially involved in the represen-tation of movement sequen
es, with the pre-SMA likely serving a higher-order rolethan the SMA (Matsuzaka et al., 1992; Tanji and Shima, 1994; Shima et al., 1996;Shima and Tanji, 1998, 2000; Tanji, 2001). The two regions have di�erent patternsof 
onne
tivity with 
orti
al and sub
orti
al areas in monkeys (Jürgens, 1984; Lup-pino et al., 1993), and di�usion tensor imaging results verify disparate 
onne
tionsin humans (Johansen-Berg et al., 2004; Lehéri
y et al., 2004). While the pre-SMAis well-
onne
ted with the prefrontal 
orti
es and the anterior striatum, the SMAis more 
onne
ted with the motor 
ortex and the posterior striatum. This suggestsa role more generally asso
iated with planning for the pre-SMA and with motorperforman
e for the SMA.Various 
ase studies of spee
h emission in patients with SMA lesions have been de-s
ribed in the literature (Jonas, 1981, 1987; Ziegler et al., 1997; Pai, 1999). Followinga transient period of total mutism, patients generally su�er from a redu
ed propo-sitional (self-initiated) spee
h with non-propositional spee
h (automati
 spee
h; e.g.
ounting, repeating words) nearly inta
t. Su
h a de�
it is often termed trans
orti
almotor aphasia. Other problems in
lude involuntary vo
alizations, repetitions, para-phasias, e
holalia, la
k of prosodi
 variation, stuttering-like behavior, and variablespee
h rate, with only rare o

urren
es of distorted arti
ulations. Mi
ro-stimulationin humans (Pen�eld and Wel
h, 1951; Fried et al., 1991) has yielded vo
alization,repetitions of words or syllables, spee
h arrest, slowing of spee
h, or hesitan
y. Jonas



51(1987) and Ziegler et al. (1997) arrived at similar 
on
lusions regarding the role ofthe SMA in spee
h produ
tion, suggesting that it aids in sequen
ing and initiatingspee
h sounds, but probably not in determining their 
ontent. This 
on
lusion is
onsistent with the Frame-Content Theory of spee
h produ
tion (Ma
Neilage, 1998),whi
h assigns motor 
ontrol of the �frame� to the medial areas and determinationof �
ontent� to the lateral areas. These proposals do not, however, delineate sepa-rate roles for the pre-SMA and SMA, despite eviden
e for distin
t roles in sequentialmotor 
ontrol.In this study portions of the SMA, pre-SMA, and 
ingulate motor areas were a
-tivated in all speaking 
onditions (Figure 2·3, Table 2.2). The �SMA-proper� a
tivitywas primarily lo
ated very near the VCA line (
onsistent with somatotopi
 represen-tation of the fa
e; Fried et al. 1991; Pi
ard and Stri
k 1996). The main e�e
t of goprimarily involved the SMA-proper (Figure 2·4). Consistent with ele
trophysiologi-
al studies, it is hypothesized that this portion of the medial wall is responsible, inpart, for properly-timed initiation of an overt produ
tion. This may o

ur throughknown proje
tions to the motor 
ortex, basal ganglia, or anterior insula/frontal op-er
ular regions (Jürgens, 1984; Luppino et al., 1993). In region-level analyses, theSMA only showed a main e�e
t for go and not for seq or syl. This further supportsthe proposal that the SMA-proper is related more to initiation of spee
h produ
tionthan to planning.The pre-SMA showed an e�e
t for go, but also showed strong e�e
ts for seq and sylas well as an intera
tion between the two fa
tors. Shima and Tanji (2000) showed thatthe pre-SMA 
ontains 
ells that 
ode for an entire sequen
e to be produ
ed. If theseparation of syllabi
 frames and phonemi
 
ontent (e.g. Ma
Neilage, 1998; Shattu
k-Hufnagel, 1983) is realized in the brain, then a possible role for the anterior pre-SMAis to represent syllable or word-sized frames, and to 
oordinate serial position / timing



52signals with the motor apparatus via the SMA. The pre-SMA was one of a small setof regions (relative to those showing e�e
ts of seq) that demonstrated a main e�e
t ofsyl ; this indi
ates that it was more a
tive when the stru
ture of individual syllablesin the spee
h plan was 
omplex regardless of the 
omplexity of the overall sequen
e.This would be expe
ted if 
omplex syllable frames ne
essitate larger representationsthan simple frames. These results are also 
onsistent with the suggestion of Krainiket al. (2003), that there is a �rostro
audal shift,� whereby the SMA is asso
iated withvo
al sound produ
tion and the pre-SMA with �
omplex verbal demands.�2.4.6 CerebellumA
ross all stimulus types, overt produ
tion of spee
h sequen
es a
tivated the superior
erebellar hemispheres (Lobule VI, Crus I) bilaterally, and the right inferior 
erebellar
ortex (Lobule VIII). Spee
h de�
its due to 
erebellar stroke usually o

ur withdamage to the superior 
erebellar artery (A
kermann et al., 1992). This type ofinfar
t 
an lead to ataxi
 dysarthria, a motor disorder 
hara
terized by ina

uratearti
ulation, prosodi
 ex
ess, and phonatory-prosodi
 insu�
ien
y (Darley et al.,1975). Cerebellar damage also results in in
reased duration of senten
es, words,syllables, and phonemes (Kent et al., 1997; A
kermann and Hertri
h, 1994). It isalso impli
ated in the 
ontrol of motor sequen
es (Inho� et al., 1989), possibly intranslating a dis
rete programmed sequen
e into �uent motor a
tion (Braitenberget al., 1997; A
kermann et al., 2004). Damage to the 
erebellum may additionallylead to de�
its in short-term verbal rehearsal and planning for spee
h produ
tion(Silveri et al., 1998).Portions of superior Lobule VI were more a
tive bilaterally during produ
tionthan during preparation (Figure 2·4). Grodd et al. (2001) lo
alized a
tivation duringlip pursing and verti
al tongue movements to nearby parts of lobule VI. A
tivation



53in right inferior Lobule VIII was also signi�
antly greater at the voxel-level butnot at the 
ombined voxel-
luster level. It 
an be hypothesized that the superiorregions are parti
ularly involved in ongoing 
ontrol of the arti
ulators through 
rossedthalamo-
orti
al proje
tions to the motor 
ortex and/or dire
t 
onne
tions with theperiphery. This is 
onsistent with the notion that superior 
erebellar artery stroke
auses dysarthria. Additional syllable 
omplexity 
aused greater a
tivity in the rightsuperior 
erebellar 
ortex (Lobule VI; see Figure 2·6), posterior to the di�eren
esobserved for the main e�e
t of go. Rie
ker et al. (2000b) also found a
tivation ofright hemisphere Lobule VI for repetitions of the syllable �stra� but not for �ta,�suggesting that arti
ulation of 
onsonant 
lusters engages this region. Wildgruberet al. (2001) also suggested a spe
ial role for this 
erebellar region for speaking in�time-
riti
al 
onditions.� The 
erebellum is impli
ated in adaptively timed motorresponses (e.g. Perrett et al., 1993); these adaptive timing me
hanisms 
enteredin the superior 
erebellum may be used for feedforward 
ontrol and anti
ipatory
oarti
ulation in spee
h produ
tion (e.g. Guenther et al., 2006). The alternativepossibility, that superior 
erebellar a
tivations were related to auditory per
eptionof one's own voi
e, however, 
an not be ruled out; similar areas have been reportedto be related to spee
h and auditory per
eption (Callan et al., 2004; Peta

hi et al.,2005).Both the superior and inferior 
erebellum showed responses related to seq (Fig-ure 2·5). The inferior fo
us was right-lateralized, did not show a main e�e
t for syl,and did not show a seq×syl intera
tion e�e
t. The superior portions, also mod-erately right-lateralized, extended more laterally than the fo
us related to syllable
omplexity, whi
h 
orresponds to the general notion that more lateral portions ofthe 
erebellum are involved in higher-order pro
esses 
ompared to more medial re-gions (e.g. Leiner et al., 1993). In the right hemisphere, lateral superior regions also



54showed a seq×syl intera
tion. The right hemisphere 
erebellar bias paralleled theleft hemisphere fronto-
orti
al bias observed for sequen
e 
omplexity (Figure 2·5).Both the superior lateral and inferior 
erebellar regions demonstrating 
omplexity ef-fe
ts are in 
lose proximity to regions studied by Desmond and 
olleagues (Desmondet al., 1997; Chen and Desmond, 2005; Kirs
hen et al., 2005). Desmond et al. (1997)showed that both a superior lateral portion (
orresponding to Lobule VI/Crus I asin the present study), and an inferior portion of the 
erebellum (right lateralizedLobule VIIB, just lateral to our observations) showed load-dependent a
tivations ina working memory task, but only the superior portions showed load-dependent ef-fe
ts in a motori
 rehearsal task that la
ked working memory storage requirements.Chen and Desmond (2005) extended these results to suggest that Lobule VI/CrusI works in 
on
ert with frontal regions for mental rehearsal, and that Lobule VIIBworks in 
on
ert with the parietal lobe (BA40) as a phonologi
al memory store.This division of labor is reasonable in the 
ontext of our 
urrent experiment whi
hinvolved a phonologi
al storage 
omponent that might engage the same network thatChen and Desmond (2005) suggest. No syllable 
omplexity e�e
ts or intera
tions inthe inferior region were observed, whi
h may indi
ate that this system works withabstra
t 
hunks without regard for their 
omplexity.In summary, it is suggested that the right inferior 
erebellum, perhaps in 
on
ertwith the left parietal lobe, was used to maintain a 
hunk-based working memoryof the to-be-spoken utteran
e in this experiment. The lateral superior aspe
ts 
on-tribute to sequen
e organization in both sub-vo
al rehearsal and overt produ
tion.The superior regions near the vermis (Figure 2·4) are more 
losely related to motorexe
ution.



552.4.7 Basal ganglia and thalamusFrontal 
orti
al areas form the input to multiple 
orti
o-striato-thalamo-
orti
alloops (Alexander et al., 1986; Alexander and Crut
her, 1990; Middleton and Stri
k,2000). It has been proposed that the ar
hite
ture of the basal ganglia make theseloops suitable for sele
tively enabling one output from a set of 
ompeting alter-natives (Mink and Tha
h, 1993; Mink, 1996; Kropotov and Etlinger, 1999; Brownet al., 2004). During a
tion sequen
e performan
e the sele
tion of a single 
omponentmovement (or syllable) from a parallel sequen
e plan requires this type of me
ha-nism. Pi
kett et al. (1998) reported the 
ase of a woman with bilateral damage tothe putamen and head of the 
audate nu
leus. She su�ered from an arti
ulatorysequen
ing de�
it, with a parti
ular inability to rapidly swit
h from one arti
ulatorytarget to the next, 
onsistent with a basal ganglia role for sele
ting movements in asequen
e.In the present study overt produ
tion in
reased a
tivation of the putamen bilat-erally. This 
oin
ided with additional motor 
orti
al a
tivation and likely representsa portion of the motor exe
utive loop. Additional sequen
e 
omplexity led to anin
reased a
tivation in the anterior thalamus and/or the 
audate nu
leus. Theseareas also showed a seq×syl intera
tion, indi
ating that the phonologi
al makeupof the items in the sequen
e modulated this additional a
tivation. The anteriorthalamus, however, showed no main e�e
t of syl, suggesting that it was not the
omplexity of individual items that engaged this region, but rather the 
omplexityof the overall spee
h plan. Crosson (1992) previously made note of the similaritiesbetween ele
tri
al stimulation e�e
ts in the 
audate nu
leus and anterior thalami
nu
lei. S
haltenbrand (1975) reported that stimulation of the anterior nu
lei of thethalamus sometimes 
aused 
ompulsory spee
h that 
ould not be inhibited. Stimu-lation of the dominant head of the 
audate has also evoked word produ
tion (Van



56Buren, 1963), and Crosson (1992) des
ribes the similarities in the language evokedfrom stimulation of the two areas as �striking.� This suggests that the areas servesimilar fun
tions, and that they are involved in the release of a spee
h / languageplan. A 
omparison of the e�e
ts of seq for ea
h syllable type (available in onlinesupplementary materials) indi
ated a possible di�erent fo
us of a
tivation based onsyllable type that warrants further study.2.4.8 Sequen
ing and the FOXP2 geneApproximately half of the members of the three-generation 'KE' family su�er from asevere spee
h and language disorder (Hurst et al., 1990; Gropnik and Cargo, 1990).This family has re
ently been the subje
t of 
opious study in the resear
h 
ommunity,whi
h has led to the identi�
ation of FOXP2, whi
h is mutated in a�e
ted familymembers, as the �rst gene known to be involved in the development of spee
h andlanguage 
apabilities (Lai et al., 2001). The syndrome that a�e
ts members of theKE family is 
hara
terized by developmental verbal dyspraxia and other de�
its inlanguage pro
essing and grammati
al skills. Watkins et al. (2002a) administered abattery of linguisti
 and non-linguisti
 examinations in an attempt to establish abehavioral phenotype for this disorder. They found that a�e
ted members of theKE family 
ould be su

essfully dis
erned from non-a�e
ted members a

ording toa test of repetition of non-words with 
omplex arti
ulations (
ontaining 
onsonant
lusters), ranging in length from one to four syllables. The e�e
ts of the disorderworsened with the number of syllables. Watkins et al. (2002b) des
ribed the disorderas �best 
hara
terized as a de�
it in the sequen
ing of arti
ulation patterns renderingspee
h sometimes agrammati
al and often unintelligible� (p. 466).A voxel-based morphometri
 analysis using MRI has been performed in orderto 
ompare regional grey matter volumes in a�e
ted family members to those in



57una�e
ted members and age-mat
hed 
ontrols (Watkins et al., 2002b). Consider-ing the di�
ulty that a�e
ted family members have with a multi-syllabi
 non-wordrepetition task and that task's resemblan
e to the task investigated herein, it washypothesized that the regions showing morphologi
al abnormalities would at leastpartially overlap with regions related to sequen
e 
omplexity in the present study.The similarities are indeed 
ompelling. The published 
oordinates (Tables 1 and 2 inWatkins et al., 2002b) of regions showing a signi�
ant di�eren
e in grey matter vol-ume between a�e
ted family members and (i) age- and gender-mat
hed 
ontrols and(ii) una�e
ted family members were used to 
reate 
orti
al and 
erebellar renderingsusing the same methods des
ribed above (Figure 2·9). These renderings plot regionsof a
tivity that were 
reated by 
entering a 3-D isotropi
 Gaussian with FWHM of12 mm at ea
h of the published 
oordinates. A 
omparison of Figure 2·9 with themaps of areas showing a signi�
ant main e�e
t for sequen
e 
omplexity (Figure 2·5)and/or an intera
tion between sequen
e and syllable 
omplexity (Figure 2·7) is ofinterest. Areas that showed abnormal grey matter volume for a�e
ted family mem-bers versus either of the 
ontrol groups and also demonstrated seq and/or seq × syl
omplexity e�e
ts in the present study were in the prefrontal 
ortex along the inferiorfrontal sul
us (two regions), in the left SMA, at the jun
tion of the anterior insulaand frontal oper
ulum, in the 
audate, and the right inferior 
erebellum. Althoughfurther investigation is ne
essary, it is possible that members of the KE family whosu�er spee
h disturban
es due to this inherited spee
h and language disorder maydo so, in part, due to stru
tural abnormalities in a sequen
ing 
ir
uit for spee
hprodu
tion as revealed in the present study.



58

(a) versus Controls

y=−72

y=−68

y=−64

y=−60

y=−56

y=−52

y=−48

y=−44

 

 

(b)

(
) versus una�e
ted family membersFigure 2·9: Renderings of brain areas found to have signi�
antlydi�erent grey matter density in a voxel-based morphometri
 analysis(Watkins et al., 2002b) between a�e
ted KE family members and (Pan-els a and b) age- and sex-mat
hed 
ontrols, and (Panel 
) una�e
tedfamily members. Renderings were 
reated by applying a Gaussianspread with FWHM of 12 mm 
entered at the 
oordinates spe
i�ed inTables 1 and 2 of Watkins et al. (2002b), then rendering the �gureswith the same methods used for the results of the present study. 'Hot'
olors indi
ate regions where a�e
ted family members had more greymatter volume than the other group; '
ool' 
olors indi
ate less greymatter volume in a�e
ted family members.



592.4.9 Con
lusionsThe basi
 experimental hypothesis prior to this investigation was that both addedsequen
e 
omplexity and syllable 
omplexity would further engage the spee
h produ
-tion system and re
ruit areas beyond the primary sensorimotor 
orti
es known tobe involved in non-spee
h motor sequen
ing. The results 
on�rmed this hypothesis,showing areas of the left hemisphere in
luding the inferior frontal sul
us and the pos-terior parietal 
ortex, as well as bilateral regions in the anterior insula and frontaloper
ulum, the basal ganglia, thalamus, and 
erebellum to be further engaged by ad-ditional stimulus 
omplexity. A strong intera
tion was found between the two typesof 
omplexity studied, and the areas showing this intera
tion largely overlapped withareas showing a main e�e
t of seq. This suggested that sub-syllabi
 information wasimportant in many areas involved with representing a forth
oming spee
h sequen
e.A mu
h more limited set of areas showed the main e�e
t of syl ; these areas arehypothesized to be espe
ially 
on
erned with the stru
tural 
omplexity of individualsyllables in the sequen
e. This study provides a wealth of data regarding sequen-tial organization in spee
h produ
tion, though further experiments are ne
essary totest fun
tional hypotheses and guide 
onstru
tion of a more 
omprehensive model ofspee
h produ
tion.



Chapter 3A COMPUTATIONAL NEURAL MODEL OF SPEECHSEQUENCE PLANNING AND PRODUCTION3.1 Introdu
tionIn this 
hapter a 
omputational neural model is presented whi
h des
ribes how thebrain represents and enables the produ
tion of sequen
es of simple, learned spee
hsounds. In parti
ular, this model addresses the question of how, using a �nite in-ventory of learned spee
h motor units, a speaker 
an produ
e seemingly arbitraryutteran
es that fall within the phonota
ti
 and linguisti
 rules of his or her language.This modeling study develops the phonologi
al level of representation, implementinga pair of 
omplementary subsystems 
orresponding to the stru
ture and 
ontent ofplanned spee
h utteran
es in a neurobiologi
ally realisti
 ar
hite
ture that models
orti
al and sub
orti
al stru
tures and their intera
tions. This phonologi
al level ofrepresentation is hypothesized to serve as an interfa
e between the higher-level 
on-
eptual and morpho-synta
ti
 language pro
essing areas and the lower-level spee
hmotor 
ontrol system whi
h implements a limited set of learned motor programs.The results of the imaging experiment des
ribed in Chapter 2 and in Bohland andGuenther (2006) were used to a great extent to guide the development of the model,and in parti
ular, its fun
tional ar
hite
ture.Mu
h theoreti
al resear
h has fo
used on the pro
esses involved in language pro-60



61du
tion. A popular general approa
h has been to delineate abstra
t stages throughwhi
h a 
ommuni
ative 
on
ept is subje
ted to the rules of a language and ulti-mately transformed into a series of mus
le a
tivations used for spee
h produ
tion.This approa
h was 
hampioned by Garrett (1975) in his analysis of senten
e pro-du
tion, whi
h laid a foundation for mu
h future work. Perhaps the most widelyreferen
ed theoreti
al framework of this type has been developed by Willem Lev-elt and 
olleagues (Levelt, 1989; Levelt et al., 1999b). This framework, hereafterreferred to as The Nijmegen Model (after the 
ity in whi
h it was developed), iss
hematized in Figure 3·1. The Nijmegen model proposes pro
essing stages (theboxes in Figure 3·1) whi
h re
eive an input representation of a 
ertain form (or at a
ertain linguisti
 level) and output a representation of the spee
h plan in a di�erentform (at a lower level). The modeling work presented in this 
hapter deals with theproposed phonologi
al en
oding and phoneti
 en
oding stages, and interfa
es with anexisting model that des
ribes the stage of arti
ulation. Its primary fo
us is on theongoing parallel representation of a spee
h plan as it 
as
ades through these stagesof produ
tion. While the model does not expli
itly address higher level linguisti
pro
essing or representation stages, the proposed ar
hite
ture appears to be 
apableof being extended to address these stages quite naturally.The development of the present model 
ontinues a �bottom-up� approa
h towardthe formal des
ription and implementation of biologi
ally-realisti
 neural systemsfor planning and 
ontrolling the produ
tion of spee
h. The model is an exten-sion to a previously developed model of spee
h produ
tion, the DIVA (Dire
tionsinto Velo
ities of Arti
ulators) model (Guenther, 1995; Guenther et al., 1998, 2006),whi
h des
ribes how motor programs for spee
h sounds1 
an be learned and exe-1In the DIVA model, a spee
h sound 
an be a phoneme, a syllable, an entire word, et
. For thepurposes of the 
urrent model, it assumed that spee
h sounds are syllables and individual phonemes.The notion that syllables 
an be used as a performan
e unit in spee
h is supported by rea
tion timestudies, dis
ussed in Se
tion 3.4.2.
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CONCEPTUAL PREPARATION

LEXICAL SELECTION

MORPHOLOGICAL ENCODING

PHONOLOGICAL ENCODING

PHONETIC ENCODING

ARTICULATION

Lexical Concept

Lemma

Morpheme

Phonological Word

Phonetic Gestural Score

Acoustic Output

Self-Monitoring

Mental

Syllabary

Lemmas

Mental Lexicon
Word Forms

Figure 3·1: Outline of the �Nijmegen Model.� Illustration adaptedfrom Levelt et al. (1999b). Boxed labels indi
ate pro
essing stagesin the model, and unboxed labels indi
ate proposed input and out-put representations. Shaded boxes (top three) are not treated in thepresent model (GODIVA). The large gray box en
losing the �nal twostages of pro
essing and their inputs and outputs represents stagesand representations that Levelt et al. (1999b) suggest are subje
t toself-monitoring. The phoneti
 en
oding stage is suggested to interfa
ewith a �mental syllabary� whi
h 
ontains learned motor programs forfrequently used syllables. Earlier stages a

ess the mental lexi
on toretrieve lemmas and word forms.
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uted. A limitation of the DIVA model is that it 
ontains no expli
it representa-tions for spee
h planning beyond the simple a
tivation of a single spee
h sound'sstored representation, nor does it spe
i�
ally address the related issue of appropri-ately releasing planned spee
h sounds to the motor apparatus (referred to herein asinitiation). The extended model (
alled the GODIVA or Gradient Order DIVAmodel) adds higher-level sequential representations for planned spee
h sounds andsimulates various aspe
ts of serial spee
h planning and produ
tion. Furthermore, themodel 
ontinues in the spirit of re
ent instantiations of the DIVA model (Guentheret al., 2006; Guenther, 2006) by proposing spe
i�
 neuroanatomi
al substrates for its
omponents, thereby improving its testability through state-of-the-art neuroimagingmethods.This 
hapter �rst in
ludes a histori
al review of theoreti
al models of generalserial behavior, then des
ribes additional 
onstraints that are pla
ed on models thatattempt to explain aspe
ts of spee
h and language produ
tion. This is followedby a des
ription of known neuroanatomi
al and neurophysiologi
al data that mustguide the development of any realisti
 model of how the brain organizes spee
h.After a brief introdu
tion to the DIVA model, the new GODIVA model is presented,in
luding a formal des
ription of the dynami
al equations that 
ontrol its operationand the hypothesized neural substrates for those 
omponents. This spe
i�
ation isfollowed by example simulations and a dis
ussion of results, limitations, and possibleextensions to the model.3.2 Models of serial behaviorThe produ
tion of pres
ribed movement sequen
es underlies mu
h of human behav-ior, and has been studied by psy
hologists, 
ognitive s
ientists, and neuros
ientistsfor hundreds of years. Although the problem of how order is represented in the



64brain is often not addressed in modeling endeavors, a number of proposals haveemerged, and are brie�y introdu
ed here. Several relevant review arti
les are alsore
ommended to the interested reader (Houghton and Hartley, 1996; Rhodes et al.,2004; Bullo
k, 2004).3.2.1 Asso
iative 
hainingAsso
iative 
haining theories, whi
h have been 
onsidered for many de
ades (e.g.Ebbinghaus, 1913), postulate that serial order is stored through learned 
onne
tionsbetween nodes (or neurons) representing su

essive elements in a sequen
e. Thea
tivation of ea
h node thereby 
auses a
tivation of the asso
iated subsequent node,fa
ilitating the serial read-out of the sequen
e (see Figure 3·2). Asso
iative 
hainingis a derivative of stimulus-response theory, where early proposals suggested that thefeedba
k generated from one response 
ould provide the stimulus required to generatethe next. Lashley (1951) re
ognized a problem for su
h models when one stimulus(in this 
ontext, the a
tivation of a node) 
ould lead to multiple di�erent responses(the a
tivation of di�erent nodes); that is, these simplest models 
ould not learnto unambiguously read-out di�erent sequen
es de�ned over the same alphabet of
omponent items. In the (in)famous spee
h produ
tion model of Wi
kelgren (1969)this problem was over
ome by introdu
ing many 
ontext-sensitive allophones (e.g./kæt/ for the phoneme /æ/ when pre
eded by /k/ and followed by /t/) as itemsin the set of nodes through whi
h a sequen
e 
hain might pro
eed. This type ofmodel however, en
apsulates no relationship between same phonemes in di�erent
ontexts and su�ers from a 
ombinatorial explosion in the number of ne
essary nodeswhen allowing for di�erent spee
h sequen
es that 
an overlap over a string of severalphonemes.More re
ent neural network models (e.g. Jordan, 1986; Lewandowsky and Mur-
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k, 1989; Elman, 1990; Beiser and Houk, 1998) proposed revisions to the asso
iative
haining theory while retaining the prin
iple of node to node or state to state links asthe basis for their dynami
s. Models of this type rely on a series of sequen
e-spe
i�
internal states that must be learned in order to allow for the re
all of any sequen
e.Although these networks allow more than one sequen
e to be learned over the sameset of elements, there is no basis for performan
e of novel sequen
es, learning is of-ten unrealisti
ally slow with poor temporal generalization, and internal re
all of asequen
e remains an iterative sequential operation (Henson et al., 1996; Page andNorris, 2000; Wang et al., 1996). Finally, for any model based on asso
iative 
hain-ing, re
reation of 
ognitive error data is problemati
. This is due to the fa
t that ifa �wrong link� is followed in error, the model has no means to re
over from the errorand, for example, produ
e the remaining items in the original sequen
e (e.g. Hensonet al., 1996).
V n l aI k l iFigure 3·2: S
hemati
 of a simple asso
iative 
hain model for theprodu
tion of the word �unlikely�. Read out of the phoneme sequen
eis initiated by a
tivating the left-most phoneme node. A
tivation fromthis node is transferred a
ross the link to the se
ond node, and soforth. This example demonstrates one problem for asso
iative 
hainingtheories in that it requires two distin
t nodes for the phoneme /l/. Ifonly one /l/ node existed, it would be un
lear whi
h link to follow (tothe /aI/ or to the /i/ node) without further information.3.2.2 Positional 
odingThe development of the serial 
omputer led to the use of many 
omputer metaphorsto des
ribe brain fun
tion. Computers typi
ally represent order by using su

essiveslots in memory that 
an 
ontain arbitrary bytes of data. A program then pro
eeds



66in a pre-determined linear su

ession in order to �perform� the stored program. Thein�uential memory model by Atkinson and Shi�rin (1971), for example, similarlyrepresented items in memory as binary a
tivations in memory �slots.� Conrad (1965)developed a model of human short-term memory in whi
h it was suggested that thereexists an ordered set of �boxes� into whi
h individual items in a sequen
e 
ould bepla
ed. Sequen
e performan
e then simply involved stepping through the series ofboxes (whi
h are themselves ordered) and performing ea
h asso
iated 
omponentitem.One problem with su
h �slot� models is that there is no obvious neural me
hanismto allow the insertion of an arbitrary memory (or memory pointer) into a parti
ular�slot.� Su
h models either require the ability to �label� a positional node with a
ertain representation or require a set of all possible representations to be availableat all serial positions, whi
h is infeasible a

ording to a 
ombinatorial argument inmost 
ases. More re
ent positional models hypothesize serial order to be asso
iatedwith some 
ontextual signal su
h as the state of an os
illatory 
ir
uit or some othertime-varying fun
tion (Henson, 1998; Brown et al., 2000; Burgess and Hit
h, 1999).Re
all then involves �replaying� this 
ontextual signal whi
h, in turn, preferentiallya
tivates the items asso
iated with the 
urrent state of the signal. This type ofmodel assumes the ability to form these asso
iations between 
ontext signal and
omponent item through �one-shot� learning in order to allow for the performan
eof novel sequen
es. A subset of the re
ent positional models also in
orporate aspe
tsof 
ompetitive queuing systems (see below) in their ar
hite
ture.3.2.3 Parallel models of serial performan
e: Competitive queuingLashley (1951) 
an be 
redited with the insight that revealed that asso
iative 
hainingmodels 
ould not su�
iently des
ribe sequen
e performan
e, and that serial behavior
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v a...d iFigure 3·3: S
hemati
 illustration of an example of a positional modelrepresentation for the letter sequen
e �diva.� In positional models,items are asso
iated with expli
it positions (e.g. the ordered set ofboxes), and/or with 
ontext signals that vary with serial position. Aset of two su
h signals are shown here (solid gray 
urve and dotted
urve), with ea
h position being 
oded by a tuple 
orresponding tothe value of the two 
urves shown above. Su
h a positional modelwould 
ode for position relative to the beginning and end of the entiresequen
e (
f. Henson, 1998). Frame-based spee
h produ
tion models
an also be 
onsidered examples of positional 
oding models.might instead be performed based on an underlying parallel planning representation.Townsend (1974) showed formally how a parallel system that begins pro
essing el-ements simultaneously 
ould yield equivalent rea
tion time predi
tions to a serialsystem in whi
h elements are pro
essed one after another. Grossberg (1978a,b) wasthe �rst to fully develop a 
omputational theory of short-term memory of sequen
esin whi
h items and their serial order are stored via a prima
y gradient utilizing thesimultaneous parallel a
tivations of a set of nodes. Grossberg's proposal was moti-vated by the question of how sequen
es in short-term memory 
ould be stably 
odedin long-term memory without destabilizing previously learned 
odes. In this modelthe relative a
tivation levels of 
ontent-addressable nodes 
ode for their relative orderin the sequen
e. This parallel working memory plan, whi
h is isomorphi
 to a spa-tial pattern of a
tivation in a neuronal map, 
an be 
onverted to serial performan
e



68through an iterative 
ompetitive 
hoi
e pro
ess in whi
h:1. The item with the highest a
tivation is 
hosen for performan
e.2. The 
hosen item's a
tivation is suppressed.3. The above pro
ess is repeated until the sequen
e rea
hes 
ompletion.Many similar models that employ a parallel planning layer 
oupled with an it-erative 
hoi
e pro
ess have been developed to a

ount for various aspe
ts of serialbehavior in
luding the re
all of novel lists (Boardman and Bullo
k, 1991; Page andNorris, 1998), word re
ognition and re
all (Grossberg, 1986; Hartley and Houghton,1996; Gupta and Ma
Whinney, 1997), spelling (Glasspool and Houghton, 2005),
ursive handwriting produ
tion (Bullo
k et al., 1993), imitation of unfamiliar move-ments (Agam et al., 2005), and language produ
tion (Dell et al., 1997; Ward, 1994).These types of 
onstru
tions have 
olle
tively 
ome to be labeled 
ompetitive queuing(CQ) models (Houghton, 1990; Bullo
k and Rhodes, 2003). Figure 3·4 illustrates thebasi
 CQ model ar
hite
ture.Re
ent eviden
e from neurophysiology (Averbe
k et al., 2002, 2003) as well asfrom a 
omparative modeling investigation (Farrell and Lewandowsky, 2004) has lentsubstantial support to CQ-like models of serial order. A CQ-
ompatible ar
hite
tureforms the basis of various representations used in the GODIVA model.3.3 Linguisti
 modelsWhile the majority of serial order theories and models have taken aim at data fromshort-term memory experiments without expli
it treatment of linguisti
 units, sev-eral 
omputational models have been introdu
ed to a

ount for the pro
essing of su
hrepresentations for word produ
tion. These models generally follow from the theo-reti
al work of Garrett (1975), Levelt (1989), and others. For the present purposes,
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Planning
Layer

Choice
Layer

div a k

div a kFigure 3·4: Competitive Queuing (CQ) model ar
hite
ture for therepresentation and performan
e of the letter sequen
e diva. The serialposition of ea
h letter is en
oded by its strength of representation(height of bar) in the planning layer (top). The 
hoi
e layer (bottom)realizes a 
ompetitive (winner take all) pro
ess whi
h allows only thestrongest input to remain a
tive, in this 
ase �d.� Upon sele
tion of �d �,its representation in the planning layer would be suppressed, leaving�i � as the most a
tive node. This entire pro
ess iterates through time,enabling performan
e of the entire letter sequen
e �diva.�



70however, 
omputational models are distinguished from these 
on
eptual models whi
htypi
ally take the form of �boxes and arrows� but la
k a formal level of des
riptionor the ability to expli
itly simulate the out
ome of various task 
onditions. Theselinguisti
 models typi
ally seek to address one or both of two major types of re-sults: i) patterns observed in spee
h error data or ii) 
hronometri
 data 
on
erningrea
tion times. The major �ndings from both of these lines of study are outlinedin Se
tion 3.4. Before des
ribing these models and data, however, it is ne
essary tobrie�y des
ribe a few basi
 
onstru
ts from spee
h s
ien
e and phonology.3.3.1 Syllables, phonemes, and featuresWithin the domain of phonology, several �units� of produ
tion are frequently re-ferred to, and these units are arranged hierar
hi
ally, with a syllable 
omprising oneor more phonemes and a phoneme 
omprising one or more features. The syllable isgenerally a

epted as a phonologi
al unit that stru
turally binds a set of phonemes.Nevertheless, there is no pre
ise agreed upon de�nition for the syllable. One def-inition suggests that syllables are parsed su
h that there is one sonority peak persyllable, where sonority refers to the relative intensity of a sound, or, alternatively,the relative openness of the vo
al tra
t. Some theories (e.g. Ma
Neilage, 1998) haveemphasized the relationship between the motor a
t of an open-
losed jaw alterna-tion and the syllable unit. This is a useful relationship presently in that it impliesthat there is a behaviorally-relevant, naturally o

urring motor frame that roughlydemar
ates syllable boundaries. Su
h a motor frame might be useful in delineatingwhat the motor system 
an learn as a single �
hunk� and what it needs to organizeinto sequen
es of 
hunks.Importantly, the phonologi
al syllable does not simply 
ir
ums
ribe a set ofphonemes, but also appears useful to des
ribe, for example, the �rules� governing



71what phonemes 
an o

ur in what serial position within the syllable (e.g. Fudge,1969). To this end, the syllable 
an be broken into, at least, an onset and a rime,the latter of whi
h 
ontains sub-elements nu
leus and 
oda. The onset and 
oda 
an
onsist of a 
onsonant or 
luster of 
onsonants, whereas the nu
leus 
onsists of themost sonorant phoneme, typi
ally a vowel. Syllable stru
ture in various languagesallow all or some pie
es of this syllable stru
ture tree. Interestingly, the CV syllable,
onsisting of a single 
onsonantal phoneme followed by an open-mouth vowel, existsin nearly all languages, and is the �rst syllable type a
quired by infants (Levelt et al.,1999a).The phoneme is generally 
onsidered to be the most basi
 
ontrastive sound el-ement in a language. Phonemes are de�ned without referen
e to their syllable orword positions or their phoneti
 
ontext. Phonemes are 
ategori
al, exhibiting amany-to-one relationship between a
ousti
 signals and phoneme labels, and with allrealizations of a parti
ular phoneme being 
ognitively equivalent. Although the men-tal reality of the phoneme has been a 
ontroversial topi
 for many years (e.g. Sapir,1949), it is di�
ult to argue against the notion that language users organize in
omingand outgoing spee
h materials into 
ontrastive 
ategories that have semanti
 impli-
ations. While those 
ategories, as implemented neurally, may not perfe
tly mat
ha list of phonemes in a phoneti
 trans
ription 
hart, su
h a relatively small, dis
retealphabet of 
ommuni
atively important 
ategories would be extremely bene�
ial interms of e�
ien
y of the produ
tion system. The modeling work presented hereinbegins with an assumption of the reality of phoneme 
ategories; further eviden
e forthe development of su
h 
ategories in 
hildren is dis
ussed in Se
tion 3.3.3.A feature is a distin
tive property of a spee
h sound, either a
ousti
 (Jakobsonet al., 1952; Stevens, 1998) or arti
ulatory (Chomsky and Halle, 1968), at the sub-phonemi
 level. These may des
ribe, for example, whether or not a phoneme is



72voi
ed, or the pla
e of arti
ulation. Segmental theories of spee
h produ
tion postu-late that phonologi
al segments (phonemes) have their own abstra
t representationin planning. A

ording to this view, the representation of a phoneme may referen
ethe lower-level features of the segment but 
an be manipulated at an independentlevel of pro
essing. Featural theories, on the other hand, suggest that segmental rep-resentations are merely the aggregation of appropriate feature-level representations,whi
h are themselves planning units in spee
h (e.g. Mowrey and Ma
Kay, 1990).Features tend to be parti
ularly useful in des
ribing the similarity between 
ategori-
al spee
h sounds; similarity tends to have a large e�e
t, for example, in biasing thetypes of ex
hanges that are made in slips of the tongue.3.3.2 Fa
torization of stru
ture and 
ontentThe majority of theories of phonologi
al en
oding and/or serial organization of spee
hsounds propose some form of fa
torization of the stru
ture and the phonologi
al
ontent of the utteran
e. This often takes the form of syllabi
 frames and phonemi

ontent (although the frame-
ontent division is often extended to higher linguisti
levels as well, whi
h are not addressed herein). Su
h a division is motivated, inlarge part, by the pattern of errors observed in spontaneously o

urring slips of thetongue (see Se
tion 3.4.1). Ma
Neilage (1998) further suggests that spee
h evolvedthe 
apability to program syllabi
 frame produ
tions with phonologi
al (segmental)
ontent elements, and that every speaker learns to make use of this 
apa
ity duringhis or her own period of spee
h a
quisition.3.3.3 Spee
h motor and phonologi
al developmentIt is well beyond the s
ope of this dissertation to 
hara
terize the development ofspee
h and language 
apabilities in infants, but it is informative to point out data



73that spe
i�
ally relate to linguisti
 representations used in the modeling work pre-sented here. Early spee
h a
quisition is 
hara
terized by several stages (e.g. Oller,1980; Stark, 1980). At approximately 2 to 3 months, 
hildren exhibit a 
ooing or goo-ing stage, dominated by vowel sounds and some velar 
onstri
tions. This is followedby a vo
al play stage 
hara
terized by yells, whispers, squeals, growls, and o

a-sional rudimentary syllable produ
tions. At approximately 7 months, 
hildren entera 
anoni
al babbling stage in whi
h they rhythmi
ally alternate an open and 
losedvo
al tra
t 
on�guration while phonating, resulting in repeated utteran
es su
h as�babababa.� Ma
Neilage and Davis (1990) have suggested that these produ
tionsrepresent �pure frame� produ
tions, and form the basis of a suggestion that framesare a
quired prior to 
ontent. These redupli
ated babbles dominate the early 
anon-i
al babbling stage, but are largely repla
ed by variegated babbling at around 10-13months of age. This stage involves modi�
ations of the 
onsonant-like and vowel-likesounds in babbles, resulting in syllable strings su
h as �bagidabu.� Ma
Neilage andDavis (1990) suggest that this stage may represent the earliest period of �
ontent�development.Lo
ke (1997) presents a theory of neurolinguisti
 development involving fourstages: i) Vo
al Learning, ii) Utteran
e A
quisition, iii) Stru
ture Analysis andComputation, and iv) Integration and Elaboration. The se
ond and third stagesare parti
ularly interesting to the present study. Lo
ke suggests that in Stage 2,�every utteran
e [
hildren℄ know is an idiom, an irredu
ible and unalterable '�gureof spee
h.' � This notion of indivisibility is supported by the interesting �nding thatvery young 
hildren make far fewer slips of the tongue than adult speakers (Warren,1986). It is only with the onset of Stage 3, perhaps at 18 to 20 months, that 
hildrenhave the ability to analyze the stru
ture of their utteran
es, lo
ating, for example,re
urring elements. This is suggested to be the stage that provides the 
hild with



74the units needed for phonology, and enables generativity and the e�
ient storageof linguisti
 material. Importantly, at around 18 months of age, the rate of worda
quisition in 
hildren may quadruple (Gold�eld and Rezni
k, 1990). The timingof this explosion in a 
hild's available vo
abulary also 
oin
ides with a developmentin the per
eptual system at approximately 19 months, at whi
h time 
hildren 
ane�e
tively dis
riminate the phoneti
 
ategories in their language (Werker and Pegg,1992).The position taken in the work presented herein is that the stages of spee
h a
-quisition up to and in
luding babbling are parti
ularly important for tuning spee
h-motor mappings su
h as those used in the DIVA model of spee
h produ
tion (Guen-ther, 1995; Guenther et al., 1998). These stages also provide a protosyllabary ofmotor programs that are �purely motori
,� having little to no linguisti
 signi�
an
e(Levelt et al., 1999b). A later stage, su
h as Stage 3 des
ribed by Lo
ke (1997), leadsto the development of phonologi
al representations that 
an be
ome asso
iated withthe phoneti
 programs that realize those phonemes. It is suggested that this devel-opment also allows the learning speaker to insert 
ontent items into 
ommon learnedsyllable frames, thus o�ering an explanation for the rapid in
rease in the 
hild'svo
abulary at this time. Furthermore, this representation of the 
ommon sound el-ements in a speaker's language should remain largely un
hanged following learning,and 
an be used by the adult speaker to interfa
e both words and non-words witha more plasti
 spee
h motor system. In a sense, this representation provides a basisfor representing any utteran
e in the language. The GODIVA model des
ribes thespee
h system after the development of this stage. It should, therefore, be 
onsideredan adult rather than 
hild spee
h neural model.



753.3.4 The WEAVER / WEAVER++ modelThe WEAVER /WEAVER++model (Roelofs, 1997; Levelt et al., 1999b) is, broadly,a 
omputer implementation of the Nijmegen Model (Figure 3·1). WEAVER (Word-form En
oding by A
tivation and VERi�
ation) addresses the stages subsequent tolexi
al sele
tion (see Figure 3·1), whereas WEAVER++ in
ludes modeling of thelexi
al sele
tion pro
ess as well. Of interest to the present work are the stagesfollowing morphologi
al en
oding. Spe
i�
ally, in WEAVER (Roelofs, 1997), a se-le
ted morpheme a
tivates nodes representing its 
onstituent phonemes as well as ametri
al stru
ture whi
h spe
i�es the number of syllables and stress pattern. Theserial order of the a
tivated segments is assumed to be indi
ated by the links be-tween the morpheme node and the phoneme nodes; likewise, links between phonemenodes and syllable nodes that represent phoneti
 syllables (e.g. motor programs)are also �labeled� with positional information (in this 
ase indi
ating onset, nu
leus,or 
oda). The a
tivated set of phoneme nodes 
onstitutes a phonologi
al word andis the domain of syllabi�
ation. In the WEAVER model, and the Nijmegen modelmore generally, syllabi�
ation is a late-o

urring pro
ess. Morphemes do not spe
ifysyllable boundaries, but only number of syllables. A rule-based system instead 
om-putes syllabi�
ation in order to a

ount for resyllabi�
ation, a phenomenon in whi
hsyllable boundaries 
an trans
end morpheme or word boundaries.While the WEAVER / WEAVER++ model is an important formalization ofan in�uential language produ
tion model and shares 
ertain similarities with theGODIVA model des
ribed below, it has several limitations. The model is designedprimarily to a

ount for rea
tion time data (see Se
tion 3.4.2), and has di�
ultyexplaining, for example, typi
al spee
h error patterns. Additionally, its use of rule-based labeling of nodes and links is di�
ult to 
on
eive of in terms of a
tual brainme
hanisms. The �ow of information in the model is, furthermore, not linked to
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essing regions and pathways in the 
ortex, and, therefore, the ability to makeinferen
es about neural fun
tion on the basis of this model is severely limited. TheGODIVA model is intended to bridge this gap between theoreti
al information pro-
essing and the neural substrates that implement su
h pro
esses.3.3.5 Other related models(Dell, 1986) presented one of the �rst models of language produ
tion based on the
onne
tionist prin
iple of spreading a
tivation. Dell's model o�ers a formal explana-tion for a variety of spee
h error data, and represents the ar
hetypal �frame-based�model. The proposal makes use of representations at various hierar
hi
ally-organizedlinguisti
 levels (
f. Garrett, 1975) su
h that a node at one level re
eives top-downinput from the nodes one level higher in the model. Representations of the forth-
oming utteran
e are built through a pro
ess of tagging most a
tive nodes at ea
hlevel, and this pro
ess is done largely in parallel, ultimately forming a loosely yokedprodu
tion system (Rei
h, 1977). Nodes in the model are labeled with linguisti
 
at-egories. In the pro
ess of phonologi
al en
oding, for instan
e, phonemes are labeledas 
omprising the onset, nu
leus, or 
oda position in a syllable. An abstra
t syllableframe, or ordered set of 
ategories, is 
onstru
ted and used to tag the most a
tivenodes within the appropriate 
ategories at a parti
ular representational level. In thissense, the frame di
tates not whi
h exa
t elements are tagged, but simply whi
hitems are eligible to be tagged. Conne
tions in the model are bi-dire
tional, whi
hfa
ilitates the explanation of multiple phenomena observed in naturally o

urringspee
h errors, in
luding various similarity e�e
ts.Dell's (1986) model was important in that it formalized many theoreti
al pro-posals made as possible explanations for spee
h error data in a 
omputer model. Italso further emphasized the frame-
ontent 
omplementarity and used a 
onne
tion-



77ist (
f. neural network) ar
hite
ture, whi
h brought the theoreti
al proposal a step
loser to biology. Dell et al. (1997) proposed a more general frame-based model thataddressed serial order in language produ
tion, in
luding the relative proportions ofanti
ipatory and perseveratory errors made by normal and aphasi
 speakers.Ward (1994) developed a 
omprehensive language generator 
alled FIG, whi
h isfully embedded in a stru
tured 
onne
tionist network. Con
epts, words, and synta
-ti
al 
onstru
ts form nodes that are inter
onne
ted (through weighted links) to re�e
trelational information, and the network operates iteratively and in parallel throughsimple a
tivation spreading rules. In FIG, there is no 
entral pro
ess whi
h plans theserial order of words, but rather order emerges as a gradient of a
tivity a
ross wordnodes, mu
h like the parallel representation of order in the CQ ar
hite
ture. Themodel follows the simple rule to �sele
t and emit the most highly a
tivated word,�and then that node's a
tivation is suppressed. FIG, therefore, 
an be viewed as ademonstration that a large-s
ale generative language produ
tion model operating atmultiple levels 
an be a
hieved using a 
onne
tionist or neural network ar
hite
turewith a CQ-
ompatible framework.Hartley and Houghton (1996) proposed a 
ompetitive-queuing based model thatalso exploits a division of frame and 
ontent to explain learning and re
all of unfa-miliar non-words in verbal short-term memory. In the model, individual syllables arerepresented in terms of their 
onstituent phonemes and the �slots� that they use ina generi
 syllable template adapted from Fudge (1969). A pair of nodes is allo
atedfor ea
h syllable presented for re
all, representing (stru
turally) the syllable onsetand rime. A one-shot learning rule is used to form temporary asso
iative links be-tween these syllable node pairs and both the appropriate syllable template slots andthe appropriate phoneme 
ontent nodes for ea
h syllable presented for re
all. Whenre
alling a sequen
e of syllables, an endogenous 
ontrol signal 
auses a gradient of



78a
tivation a
ross the syllable nodes, with the immediately forth
oming syllable re-
eiving highest a
tivation as in the CQ me
hanism des
ribed by Burgess and Hit
h(1992). The most a
tive syllable pair is 
hosen for output, and gives its learnedinput to the syllable template and phoneme nodes. As ea
h syllable slot be
omesa
tivated (iteratively), phoneme nodes also be
ome a
tivated, with the most a
tivenodes generally 
orresponding to phonemes from forth
oming syllables that o

upythe same slot. The most a
tive phoneme node is then 
hosen for �output.� Afterany phoneme or syllable node in the network is 
hosen for output, its representationis suppressed to allow the system to iterate through the sequen
e, and to preventperseveration (see Se
tion 3.2.3). The above me
hanisms allow the model to �re-peat� non-word sequen
es and, with the addition of noise, to a

ount for the syllableposition 
onstraint in spee
h error data (see Se
tion 3.4.1). Hartley and Houghton(1996) is an advan
ement on earlier models su
h as that of Dell (1986) be
ause ofits 
apa
ity for single-trial learning of a novel sequen
e. It additionally expli
itlyemploys the CQ ar
hite
ture, adding further spe
i�
ity of me
hanisti
 details as wellas biologi
al plausibility.Vousden et al. (2000) presented a model that is similar in spirit to that of Hart-ley and Houghton (1996), and that is derivative of a previous model of serial re
all(Brown et al., 2000). Vousden et al. (2000) propose the existen
e of a dynami
,semi-periodi
 
ontrol signal (the phonologi
al 
ontext signal) that largely drives themodel's operation. A major goal of Vousden et al. (2000) was to eliminate thene
essity for syllable position-spe
i�
 
odes for phonemes; in Dell (1986), for in-stan
e, phoneme nodes are assigned to a positional 
ategory (onset, nu
leus, rime),and phonemes whi
h 
an appear in multiple positions2 have nodes for ea
h posi-tion. This �simpli�
ation� o

urs, however, at the expense of 
reating a 
omplex2Many 
onsonants 
an o

ur in either onset or 
oda position.



799-dimensional time-varying 
ontext signal, with ea
h element formed by multiplyingthe states of a subset of 32 independent os
illators with di�erent frequen
y and phase
hara
teristi
s. The su

essive states of the signal are designed to have similaritypeaks (i.e. auto
orrelation) at a spe
i�
 temporal separation, re�e
ted by the periodof a low-frequen
y set of the os
illators. In the simulations performed, this period-i
ity is always of length 3, whi
h allows ea
h of the three states in a single periodto be
ome asso
iated with an onset, a nu
leus, or a 
oda phoneme. The re
all of asequen
e in the model then depends on learning a set of large weight matri
es that
ode asso
iations between the 
ontext signal and a matrix3 
onstituting the phonemerepresentation. At re
all, the phonologi
al 
ontext ve
tor is reset to its original stateand �played ba
k,� resulting in a gradient of a
tivations at the phoneme level for ea
hsu

essive state in the 
ontext signal. The most a
tive phoneme representation isthen 
hosen for output, and its representation temporarily suppressed. Again, withthe addition of noise, the model is then able to re
reate various spee
h error datain
luding positional and similarity e�e
ts.Several 
on
erns arise from the model's timing, asso
iation and re
all pro
esses(see also the 
ritique of this 
lass of models in Lewandowsky et al., 2006; Agamet al., 2005). First, in the model, the produ
tion of any syllable sequen
e requiresbuilding an asso
iation between the phonologi
al 
ontext signal and the phonemesin the sequen
e; this seems implausible given the ease with whi
h spee
h sequen
esare produ
ed and the relative 
omplexity of the asso
iations that must be madewithin the model. After su
h asso
iations are made for a given word, for example,they 
ould perhaps be stored, but this would require many additions to the model.Se
ond, it is un
lear how it 
an be assured that, during the asso
iation pro
ess,exa
tly one phoneme is made available for exa
tly one time step in the dynami
3In the model, N phonemes are ea
h 
oded by a 17-dimensional feature ve
tor; pla
ing ea
h ofthese ve
tors into 
olumns yields a 17 × N matrix.
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ontrol signal. As this signal is built from physiologi
ally motivated os
illators thato

ur with spe
i�
 and 
onsistent periodi
ity, it would appear that some additionalme
hanism must enfor
e a stri
t temporal s
heduling to ensure that this en
odingpro
ess remains pre
isely syn
hronized; otherwise, if phonemes were made availableat a di�erent frequen
y than that at whi
h the phonologi
al 
ontext signal updates,the entire bene�t of su
h asso
iations 
ould be lost. Third, all simulations performedby Vousden et al. (2000) were of six syllable CVC sequen
es, whi
h 
learly 
orrespondto the number or elements and periodi
ity of the phonologi
al 
ontrol signal used.It is un
lear that the model is 
apable of simulating di�erent syllable types withoutmodi�
ations.The above proposals have provided a baseline upon whi
h the present model-ing e�orts build. Importantly, ea
h of the aforementioned models makes use of atleast some aspe
ts of a 
ompetitive queuing 
ompatible ar
hite
ture, in
luding 
o-temporal a
tivation of potential produ
tion units, winner-take-all 
hoi
e pro
esses,and post-output response suppression. A major short
oming of the previous pro-posals is that su
h theories have failed to a

ount for how linguisti
 behavior mightemerge from neural stru
ture (Nadeau, 2001). The present e�orts make use of manyof the same information-pro
essing notions of these and other models, but embedthese 
onstru
ts in a biologi
ally-realisti
 ar
hite
ture with spe
i�
 proposals about
orti
al and sub
orti
al substrates. In so doing, the model o�ers the ability to ex-plain additional data sets that are not, at least dire
tly, available to the previousmodels. In parti
ular, anatomi
al-region-level e�e
ts observed in fun
tional imag-ing and lesion studies 
an be related to spe
i�
 
omponents of the GODIVA modeldeveloped herein.



813.4 Constraints on linguisti
 models3.4.1 Spee
h error studiesThe examination of naturally o

urring spee
h errors has been a topi
 of abundantresear
h for over 100 years, beginning with the publi
ation and examination of a Ger-man language error 
orpus (Meringer and Mayer, 1895), and in
luding, for example,the 
elebrated works of Sigmund Freud (Freud, 1914). Healthy adult speakers makeerrors in the serial order of spee
h sounds at a rate of approximately 0.1-0.2% (Gar-nham et al., 1981), errors whi
h in
lude anti
ipations, perseverations, and ex
hanges.Early resear
hers realized that these �slips of the tongue� did not o

ur randomly, butrather showed regularities that 
ould be useful in understanding the pre-arti
ulatorystages of spee
h produ
tion. Ma
Kay (1970) examined su
h regularities in spee
herrors 
alled �spoonerisms,� named after Reverend William Ar
hibald Spooner (1844-1930) who frequently made (often intentional) serial order errors. Spoonerisms arede�ned as involuntary reversals (or ex
hanges) in the serial order of spee
h items.For example, a speaker intending to say �left hemisphere� might produ
e the slip�heft lemisphere.� Ma
Kay (1970) noted several regularities in the patterns of thesetypes of errors, in
luding:1. The within-syllable position of ex
hanged phonemes was almost always thesame. (Syllable Position Constraint).2. Consonants in the onset position of syllables and words were parti
ularly proneto ex
hanges. (Syllable / Word Onset E�e
t).3. Features of ex
hanged phonemes were often similar with the ex
eption of pla
eof arti
ulation. (Phonemi
 Similarity E�e
t).4. Consonants were more frequently ex
hanged than vowels. (Consonant E�e
t).



825. Ex
hanged phonemes were usually 
lose together within a senten
e. (Transpo-sition Distan
e Constraint).6. The ex
hanged phonemes often o

urred before or (as often) after identi
alphonemes in the target utteran
e. (Repeated Phoneme E�e
t).These basi
 patterns have been repeated a
ross many studies. The syllable position
onstraint appears to be perhaps the strongest of the observed patterns. Shattu
k-Hufnagel (1979), for example, found that 207 of 211 ex
hange errors involved trans-positions to and from similar syllabi
 positions; Ma
Kay (1970) similarly found 98 of100 
onsonantal movement errors moved to the same syllable position. More re
ently,Vousden et al. (2000) provided an ex
ellent and detailed analysis of a large spee
herror 
orpus 
olle
ted by Trevor Harley over several years. This analysis found thatapproximately 90% of 
onsonant movement errors followed this 
onstraint. Treimanand Danis (1988) found that, also during non-word repetition, most errors are phone-mi
 substitutions that preserve syllable stru
ture.Misorderings in spee
h errors 
an be 
lassi�ed as word-level, morpheme-level, orsound-level errors (Dell, 1986). Garrett (1975) hypothesized that the o

urren
e ofslips involving linguisti
 items at di�erent levels 
ould be used to demar
ate pro
ess-ing stages in his model of senten
e produ
tion. The work presented here takes into
onsideration only sound-level errors, whi
h usually take the form of misorderingsof phonemes or sets of phonemes. Nooteboom (1969) found that ∼89% of sound-level errors were phoneme errors, with an additional 7% involving entire 
onsonant
lusters, and only∼4% of another form. In order to determine the most likely unit in-volved in sound-level errors, Shattu
k-Hufnagel and Klatt (1979) examined ex
hangeerrors o

urring between phonemes that di�ered by more than one feature. Theyreasoned that, if the feature 
onstituted a true unit of planning, then there shouldexist many errors in whi
h only a single feature was involved in the ex
hange (e.g.



83a partial phoneme substitution). They found that su
h single feature ex
hanges,however, o

urred in only 3 of the 72 su
h examples in their database, suggestinga limited role for arti
ulatory features in spee
h planning. To the 
ontrary, somere
ent arti
ulometri
 data demonstrate that in some errors, two phonemes may beprodu
ed simultaneously and/or intrusion errors may o

ur due to the a
tivationof additional inappropriate spee
h gestures (Pouplier and Hard
astle, 2005; Gold-stein et al., in press). In the report by Goldstein et al. (in press) su
h errors wereeli
ited in a syllable repetition task in whi
h repeating syllables di�ered by only theinitial phoneme (e.g. 
op top). Error rates (and parti
ularly for 
o-produ
tion or�intrusion� type errors) were mu
h larger when spee
h rate was in
reased. A possibleexplanation for su
h non-phoneme intrusions, in the light of previous eviden
e infavor of mostly phoneme-sized errors, is that it is task-spe
i�
; repeating su
h simi-larly formed words, parti
ularly at a high rate, 
ould lead, for example, to a failureof 
onvergen
e to a single a
tive item in the 
hoi
e layer of a CQ model prior toinitiation. Even if the units of the CQ representation were phonemes, 
oa
tivationof two phonemes in the 
hoi
e layer (e.g. /k/ and /t/) 
ould reasonably lead to 
o-produ
tion of these 
onsonants. Su
h an explanation has been advan
ed to explain
o-produ
tion of two otherwise 
ompeting a
tions in the phenomenon of �sa

adi
averaging� (Brown et al., 2004). Until su
h non-phonemi
 slips are demonstratedto o

ur in a broader 
ontext, it would appear that the most parsimonious expla-nation remains that phoneme-like units are the important unit of 
ontent duringphonologi
al en
oding.Although several potential problems have been identi�ed with the 
olle
tion ofand utilization of spee
h errors as eviden
e for language produ
tion pro
esses (e.g.Cutler, 1982), su
h data 
an be taken as eviden
e for the types of representations usedin planning, and for how the normal produ
tion system breaks down. Su
h eviden
e



84is parti
ularly important in attempts to model a neural system. By analogy, thestudy of opti
al illusions, where the visual system 
an be 
onsidered to break downin that the viewer per
eives what is not a
tually true in the physi
al world, hasbeen of great importan
e in understanding the me
hanisms of the visual system (e.g.Cornsweet, 1970). It should also be noted that normal slips of the tongue and otherserial order errors of linguisti
 output (e.g. errors in writing or typing) share at leastsome similarities with paraphasi
 errors made by aphasi
 patients (e.g. Berg, 2006).To the extent that su
h errors are similar, this suggests that the pathologi
al 
asemay involve a severe disruption to the same 
ir
uitry that o

asionally mis�res innormal speakers.3.4.2 Rea
tion time studiesTwo major paradigms have been used to gather data 
on
erning the time requiredto initiate a behavior, or rea
tion time (RT). In both paradigms, RT is measured bybeginning a timer at the delivery of an imperative stimulus that signals the subje
t to�go� and ends with the onset of the behavior. For the present purposes, the behaviorin question is spee
h produ
tion and its onset is measured either a
ousti
ally or withsome measure of the start of arti
ulatory movements. The two RT paradigms di�erin the point in time during a trial at whi
h the subje
t is informed of the spe
i�
response to be made. In the 
hoi
e rea
tion time paradigm the imperative signalitself informs the subje
t of the response. In the simple rea
tion time paradigm thesubje
t is informed of the response by an earlier pre
ue and given time to prepare or�load� the response prior to delivery of the imperative (GO signal). This preparatoryperiod in the simple RT proto
ol 
auses a redu
tion in simple RT relative to 
hoi
eRT (Donders, 1969) and is believed to indi
ate the utilization of an output �bu�er�whi
h allows the prepared response to be a
tive for a short time period.



85These RT paradigms have been used to measure rea
tion times for utteran
esof varying 
omplexity (e.g. Eriksen et al., 1970; Sternberg et al., 1978; Klapp et al.,1973; Klapp, 1974; Klapp et al., 1981; Klapp, 2003). When subje
ts are given time toprepare the utteran
e prior to the GO signal, as in simple rea
tion time, an approx-imate linear relationship has been observed between the number of words plannedand rea
tion time (Sternberg et al., 1978). This has been 
alled the sequen
e lengthe�e
t on laten
y. When a response is required immediately upon the presentationof the stimulus as in 
hoi
e RT, the results are less 
lear. Some studies have foundthat 
hoi
e rea
tion time varies with the number of syllables in a planned utteran
e(e.g. Eriksen et al., 1970; Klapp et al., 1973; Santiago et al., 2000), while others havefailed to �nd su
h an e�e
t (e.g. Ba
houd-Lévi et al., 1998). In Klapp (2003) variousmanipulations of syllable sequen
es were performed whi
h resulted in the establish-ment of two patterns of rea
tion time. For responses in whi
h subje
ts treated anentire syllable sequen
e as a pseudoword (a single �
hunk�), 
hoi
e RT in
reased within
reasing number of syllables (N) whereas simple RT was independent of N . Thisrepli
ates Klapp et al. (1973), and is intuitively explained as follows. During simpleRT, the utteran
e 
an be prepared in advan
e of the imperative stimulus, thus re-moving the need for one 
omponent pro
ess that must still o

ur after the imperativein the 
hoi
e RT paradigm. In 
hoi
e RT, the time required to en
ode the utteran
eis revealed, and that time depends on the 
omplexity of the pseudoword. When sub-je
ts treated utteran
es as a sequen
e of individual 
hunks, however, the RT patternwas very di�erent. In this 
ase rea
tion times in the simple RT paradigm in
reasedwith the number of 
hunks whereas 
hoi
e RT was independent of this number.S
hönle et al. (1986) performed a rea
tion time study in whi
h subje
ts repeatedsimple and 
omplex syllable sequen
es of similar 
omposition to those used in thefMRI experiment des
ribed herein (Chapter 2). They found that, after 
ontrolling for
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essing of the syllable sequen
es, simple sequen
es (of the type ba-ba-ba)were produ
ed with a signi�
antly shorter laten
y than 
omplex sequen
es (of thetype ba-da-ga). A mean di�eren
e of 102 ms was suggested to re�e
t the additionaltime required to program the 
omplex sequen
e 
ompared to the simple sequen
e.A syllable frequen
y e�e
t has been the topi
 of mu
h dis
ussion in re
ent spee
hprodu
tion literature. This e�e
t, in whi
h syllables that are frequently en
oun-tered in a speaker's language are produ
ed with a shorter laten
y than syllablesthat are un
ommon (but legal), has been reported by several resear
hers (Levelt andWheeldon, 1994; Carreiras and Perea, 2004; Alario et al., 2004; Cholin et al., 2006;Laganaro and Alario, 2006). While Levelt and Wheeldon (1994) �rst argued thatthe syllable frequen
y e�e
t implied the use of stored syllable motor programs, ithas been di�
ult to rule out the possibility that the e�e
t was due to higher-levelphonologi
al pro
essing. Laganaro and Alario (2006) used a delayed naming taskwith and without an interfering task in an attempt to determine the stage at whi
hthe syllable frequen
y e�e
t arises. In a delayed naming task (using both words andnon-words), it was found that, with a su�
ient delay period, the syllable frequen
ye�e
t was not observed. However, when the delay period was �lled by an arti
ulatorysuppression task thought to interfere with phoneti
 en
oding, the e�e
t reappeared.This study thus provides the strongest eviden
e that the syllable frequen
y e�e
t islo
alized to phoneti
 en
oding, and that individual syllables might be en
oded asunits at this late pro
essing stage.3.4.3 Clini
al studiesA number of 
ommuni
ation disorders, in
luding aphasias, apraxia of spee
h (AOS),and stuttering in
lude de�
its in the proper sequen
ing of spee
h sounds. Phonemi
paraphasias are observed in most aphasi
 patients, and most 
ommonly in 
ondu
tion



87aphasi
s. Condu
tion aphasia is 
aused by damage to the inferior parietal 
ortex,the underlying white matter tra
ts in
luding the ar
uate fas
i
ulus, or the insula(Palumbo et al., 1992; Damasio and Damasio, 1980). It is 
lassi
ally 
onsidered adis
onne
tion syndrome in that language-re
eptive regions in the inferior parietallobe are thought to be dis
onne
ted from frontal motor spee
h regions. Condu
tionaphasia is most frequently 
hara
terized as a repetition disorder, although literalparaphasias o

urring in all types of spee
h, not only repetitions, are viewed bymany as the de�ning symptom (Kohn, 1992). Literal paraphasias seen in 
ondu
tionaphasi
s and also sometimes in Bro
a's aphasi
s often present themselves as errorsof spee
h output mu
h like those asso
iated with the spee
h-motor 
ondition apraxiaof spee
h. Several authors (M
Neil et al., 2004; Van der Merwe, 1997; Ziegler, 2002)have noted the importan
e of establishing well-spe
i�ed models of normal and disor-dered spee
h to help provide di�erential diagnoses and treatment options for these
onditions.Outside of the 
lassi
al anterior and posterior language zones, lesions to spe
i�
brain sites 
an give rise to spee
h sequen
ing and initiation di�
ulties. A number of
ases studies of spee
h output in patients with lesions of the supplementary motorarea (SMA) have been reported (e.g. Jonas, 1981, 1987; Ziegler et al., 1997; Pai, 1999).These 
ases usually result in redu
ed propositional (self-initiated) spee
h with non-propositional spee
h (e.g. 
ounting; repeating words) largely inta
t. Other problemsin
lude involuntary vo
alizations, e
holalia, la
k of prosody, stuttering, and variablespee
h rate. Both Jonas (1987) and Ziegler et al. (1997) suggest that the SMA playsa role in sequen
ing and self-initiation of spee
h sounds. The basal ganglia are alsoinvolved in sequen
ing motor a
ts (e.g. Harrington and Haaland, 1998). Basal gangliaspee
h pathologies generally take the form of hypokineti
 or hyperkineti
 dysarthrias,often symptomati
 of either Parkinson's Disease or Huntington's Disease respe
tively



88(Kent, 2000; Murdo
h, 2001). A study of spee
h in patients su�ering with Parkinson'sDisease also revealed sequen
ing de�
its, parti
ularly when subje
ts were asked toread multi-syllabi
 sequen
es involving movements that were heterogeneous in pla
eof arti
ulation (Ho et al., 1998). Pi
kett et al. (1998) report the 
ase study of a womanwith bilateral striatal damage in the putamen and head of the 
audate nu
leus. Theynoted a general arti
ulatory sequen
ing de�
it, with a parti
ular inability to rapidlyswit
h from one target to the next. These and other data from 
ase studies thatspe
ify the lo
ations of fo
al lesions that a�e
t spee
h sequen
ing abilities greatlyhelp to inform models of spee
h produ
tion in normal and patient populations.While pathologi
al spee
h data are abundant, parsimonious explanations for dif-ferential syndromes remain elusive. Many authors have des
ribed the need for me
h-anisti
 models to generate testable hypotheses about normal and disordered spee
h.In just this 
ontext, while des
ribing the DIVA model of spee
h produ
tion (Guen-ther, 1995; Perkell et al., 1997, 2000; Guenther et al., 1998, 2006), M
Neil et al.(2004) writes �While this model addresses phenomena that may be relevant in thedi�erential diagnosis of motor spee
h disorders, in its 
urrent stage of development ithas not been extended to make 
laims about the relationship between disrupted pro-
essing and spee
h errors in motor spee
h disorders.� The GODIVA model spe
i�edhere begins to extend the DIVA model in pre
isely this way.3.5 Neuroanatomi
al and neurophysiologi
al modeling 
on-straintsChapter 2 in
luded a review of data 
on
erning the potential roles of several 
orti
aland sub
orti
al regions in spee
h planning and produ
tion. This se
tion is intendedto further elaborate on the neuroanatomi
al and neurophysiologi
al 
onsiderations



89involved in the development of the GODIVA model. Su
h data are presented withan emphasis on modeling.3.5.1 Neurophysiology of prefrontal 
orti
al 
ellsThe left prefrontal 
ortex, spe
i�
ally in and surrounding the ventral inferior frontalsul
us, was shown in Chapter 2 to in
rease its a
tivity in a memory-guided spee
hprodu
tion task when the underlying 
omplexity of the to-be-spoken utteran
e wasin
reased. This in
rease in a
tivity is 
onsistent with the hypothesis that this re-gion 
ontains a parallel representation of the 
ontent (phonemes) in the forth
omingspee
h plan. That is, when additional items were required to be held in phonologi
alworking memory prior to a GO signal, a
tivation of this area showed a 
orrespondingin
rease.Averbe
k et al. (2002, 2003) re
orded single 
ell a
tivity from the right hemisphereprefrontal 
ortex near the posterior extension of the prin
ipal sul
us in ma
aque mon-keys. The re
ording sites were within approximately 5 mm of the ventral portion ofthe ar
uate sul
us (see Averbe
k et al., 2003 for pre
ise ele
trode pla
ements), whi
hhas been proposed to be the monkey homologue to the inferior frontal sul
us in hu-mans (Rizzolatti and Arbib, 1998). The monkeys were trained to 
opy geometri
alshapes using a joysti
k held in the left hand while utilizing a spe
i�
 ordered setof strokes to 
opy ea
h shape. Cell ensembles that were found to 
ode for spe
i�
segments in the shape (Averbe
k et al., 2003) were re
orded from in a delay periodprior to the �rst stroke as well as throughout the performan
e of the stroke sequen
e.In the delay period, a parallel 
otemporal representation of all of the forth
omingsegments was found, and the relative strength of a
tivity in ea
h neuron ensemblewas found to predi
t the order in whi
h the segments were performed. During themovement period, after a segment was performed, the a
tivation of its 
orresponding



90ensemble representation was strongly redu
ed, and the other ensembles' a
tivationsin
reased. Figure 3·5 shows the a
tivity patterns observed for four shape drawing se-quen
es. Additionally, studies have shown a partial normalization of total a
tivationdistributed among the representation for planned items (Averbe
k et al., 2002; Cisekand Kalaska, 2002). Total a
tivity grows slower than the number of planned itemsin a sequen
e, eventually saturating. This property, whi
h is repli
ated in the CQplanning layer dynami
s (Grossberg, 1978a,b), explains why there is a limit to thenumber of items in a sequen
e that 
an be planned and remembered in the 
orre
torder prior to performan
e (see Cowan, 2000).Taken together, these ele
trophysiologi
al �ndings provide 
ompelling eviden
efor CQ-like dynami
s in the prefrontal 
ortex, in a lo
ation near the possible homo-logue for human inferior frontal sul
us. The GODIVA model posits that su
h parallelpro
essing takes pla
e for planned phonemes in the inferior frontal sul
us region inthe left hemisphere.3.5.2 SMA and pre-SMAThe medial premotor 
orti
es have been impli
ated in sequen
ing as well as the pro-du
tion of spee
h for many years. Numerous studies have provided eviden
e for aseparation of the medial wall premotor 
orti
al areas previously 
olle
tively des
ribedas the "supplementary motor area" into a posterior area termed the SMA proper (re-ferred to here as SMA) and an anterior area termed the pre-SMA as suggested byMatsuzaka et al. (1992). This par
ellation is suggested on the basis of neuroanatom-i
al and neurophysiologi
al di�eren
es observed between the regions (see Pi
ard andStri
k, 1996; Tanji, 1996, for reviews).It had been suggested many years ago (Vogt and Vogt, 1919) that the traditionallyde�ned medial area 6 was 
omposed of two 
ytoar
hite
toni
ally distin
t zones (6aα
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Figure 3·5: Plots showing the strength of representation for 
ellsen
oding one of four shapes performed in sequen
e. Ea
h bla
k or graydata tra
e (solid, dashed, dotted) represents the relative a
tivationlevel in monkey area 46 of a small neural ensemble that represents oneelement of a 3-, 4-, or 5-element sequen
e used to draw a geometri
form. [Adapted from Averbe
k et al. (2002)℄.



92and 6aaβ). This was 
on�rmed by Matelli et al. (1991) in monkeys who divided theregions into �elds F3 (
orresponding to pre-SMA) and F6 (
orresponding to SMA)and by Zilles et al. (1996) in humans. Vorobiev et al. (1998) reported the existen
eof three 
ytoar
hite
toni
ally distin
t regions in humans. Many 
onne
tivity studiesin primates have also shown strong di�eren
es in a�erent and e�erent proje
tionsof the pre-SMA and SMA (Jürgens, 1984; Wiesendanger and Wiesendanger, 1985;Luppino et al., 1993; Matelli and Luppino, 1996; Inase et al., 1999). Su
h di�eren
eshave also been found in humans using di�usion tensor imaging (DTI; Johansen-Berget al., 2004; Lehéri
y et al., 2004).Matsuzaka et al. (1992) delineated the two regions on the basis of evoked po-tentials due to ele
tri
al stimulation of motor 
ortex and due to di�erent observed
ell responses during a trained movement task. M1 stimulation led to responses inthe SMA-proper only. Furthermore, pre-SMA 
ells were more likely to i) respondto sensory 
ues, 2) show preparatory buildup, and 3) show time-lo
ked a
tivity to aGO signal than were SMA 
ells.Shima and Tanji (2000) identi�ed sequen
e sele
tive 
ells in both the SMA andpre-SMA that �red sele
tively for a parti
ular entire sequen
e of three movementsbeing planned; this a
tivity o

urred during a delay period prior to the onset of the�rst movement in the sequen
e when the movements were arranged in a parti
ularserial order but not when the same movements were to be performed in a di�erentorder. This a
tivity 
eased when the �rst movement was made. This study alsoidenti�ed interval sele
tive 
ells, mostly in the SMA, that �red in the time betweentwo parti
ular 
omponent movements. Finally, rank order sele
tive 
ells were found,primarily in the pre-SMA whose a
tivity in
reased prior to the nth movement in thesequen
e, regardless of what that parti
ular movement was.The �nding of rank-order sele
tive 
ells in pre-SMA was a repli
ation of a result



93found in a study by Clower and Alexander (1998), whi
h found 
ells in both thepre-SMA and SMA that re�e
ted the numeri
al order of a spe
i�
 
omponent in awell-learned movement sequen
e independent of the prior or subsequent movement(i.e. relational order). Cells with these properties were nearly twi
e as prevalent inthe pre-SMA. Importantly, in all but one 
ase, the 
ells 
oded for spatial variablesrather than for the movement itself, indi
ating the operation of these 
ells at ahigher-level of abstra
tion than, for example, motor 
ortex. This notion was, again,supported by the �nding of Shima and Tanji (2000) that only 6% of pre-SMA 
ellsre
orded from were sele
tive to parti
ular movements; this was in 
ontrast to 61% ofSMA 
ells that were spe
i�
 to a parti
ular movement.The overall �ndings suggest that i) the pre-SMA operates at a higher level in themotor hierar
hy than does the SMA, ii) that both the pre-SMA and SMA 
ontain
ells that 
ode for more abstra
t dimensions of the motor plan than the movementsthemselves, and iii) that the pre-SMA 
ontains 
ells that 
ode for serial positions orslots in learned sequen
es. These data motivate the 
ells proposed to exist in themedial premotor regions in the GODIVA model.3.5.3 Corti
o-striato-pallido-thalamo-
orti
al loopsIntera
tions between the 
erebral 
ortex and sub
orti
al regions are organized intomultiple loop 
ir
uits (Alexander et al., 1986; Alexander and Crut
her, 1990; Mid-dleton and Stri
k, 2000). The 
omplete 
ir
uitry within these basal ganglia loopsis quite 
omplex (see e.g. Parent and Hazrati, 1995; Bolam et al., 2000); here asimpli�ed view in line with the present modeling e�orts is presented.The striatum, 
lassi
ally 
onsidered the input region of the basal ganglia, 
onsistsof the 
audate nu
leus and the putamen. Both 
onvergen
e and divergen
e have beenobserved in 
orti
o-striatal proje
tions, with one 
orti
al area proje
ting to multiple



94striatal pat
hes, and multiple 
orti
al areas proje
ting to the same striatal pat
h(Flaherty and Graybiel, 1994). The majority of neurons in the striatum are GABA-ergi
 medium spiny neurons (MSNs), also the prin
iple proje
tion neurons that sendaxons outside the striatum (Kemp and Powell, 1971). These 
ells are hyperpolarizedand normally silent at rest, requiring 
oordinated 
onvergent input from a numberof 
orti
al 
ells to be
ome a
tive4 (Wilson, 1993, 1995). The striatum also has aless prevalent set (only 2-3% of striatal 
ells in rats, but perhaps as high as 23% inhumans; Graveland, 1985) of various interneurons, many of whi
h exhibit high �ringrates and re
eive predominantly 
orti
al input (Kawagu
hi, 1993; Tepper et al., 2004).These 
ells, rather than re
urrent 
onne
tions between the MSNs themselves, havebeen suggested to provide feed-forward surround inhibition in the striatum (Jaegeret al., 1994; Plenz and Kitai, 1998).MSNs in the striatum give inhibitory proje
tions to two segments of the pallidum,the GPi (Globus Pallidus Internal Segment) and GPe (Globus Pallidus ExternalSegment). These proje
tions form the basis of the 
lassi
ally de�ned dire
t pathwayand indire
t pathway, respe
tively (Albin et al., 1989). The GPe then gives inhibitoryproje
tions to the GPi, thus opposing the dire
t pathway5. Finally, 
ells in theGPi (and another output nu
leus, the substantia nigra pars reti
ulata) are toni
allya
tive, and give inhibitory input to 
ells in the thalamus that proje
t ba
k to 
ortex(e.g. Deniau and Chevalier, 1985). The net e�e
t of the dual pathway view of thebasal ganglia is that the dire
t pathway is ex
itatory and the indire
t pathway isinhibitory. Hikosaka and Wurtz (1989) found that basal ganglia output neurons4MSNs have been 
hara
terized as having a �down-state� 
orresponding to the hyperpolarizedresting state and an �up-state� 
orresponding to a more depolarized membrane potential that entailsmore sensitivity to 
orti
al inputs (Wilson, 1993, 1995). This level of detail is beyond the s
ope ofthe present modeling investigation.5The original 
on
eptualization of the indire
t pathway also in
luded the subthalami
 nu
leus,whi
h re
eives inhibitory proje
tions from GPe, and sends ex
itatory proje
tions to GPi. Morere
ently resear
hers have a
knowledged the existen
e of, and possibly greater role for, a shorter�indire
t pathway� 
onsisting of striatum to GPe to GPi proje
tions (see e.g. Levy et al., 1997).



95enable voluntary sa

ades by means of a pause in the normally toni
 inhibitiondelivered to targets in the superior 
olli
ulus and motor thalamus. Su
h a (spatiallyspe
i�
) pause response 
an be generated by fo
used ex
itation of the dire
t pathway.Mink and Tha
h (1993) and Mink (1996) outlined a 
on
eptual model of basalganglia fun
tion, with the basi
 prin
iple suggesting that BG loops are used to sele
-tively enable a motor program for output among 
ompeting alternatives. This 
ouldbe a
hieved via two pathways through the basal ganglia - one a fo
used, 
onvergentpathway and the other a divergent pathway. They proposed that i) the 
onvergen
eof 
orti
al inputs onto striatal 
ells and of striatal 
ells onto GPi 
ells, ii) lo
alinhibitory interneuron 
ir
uits in the striatum, and iii) learned dopaminergi
 modu-lation of 
orti
o-striatal synapses provide the basis for the 
onvergent pathway. Thedivergent pathway was posited to 
omprise fast ex
itatory proje
tions from 
ortexto STN followed by a highly divergent (Parent and Hazrati, 1993) 
onne
tion fromSTN to GPi.The net e�e
t in the Mink et al. basal ganglia is an o�-
enter, on-surroundnetwork with output at the GPi/SNr whi
h 
an be used to sele
tively enable amovement while inhibiting 
ompeting movement plans. Mink (1996) suggested thatthe basal ganglia do not generate movements, but rather sele
t and enable them.Su
h models of the basal ganglia 
an be 
lassi�ed as A
tion Sele
tion models. Mink(1996) also alluded to a role for su
h a 
ir
uit in movement sequen
ing, suggestingthat for a sequen
e of movements, ea
h 
omponent movement must be sele
ted whileother potential movements are inhibited. Many other resear
hers have proposedbasal ganglia-based models of a
tion sele
tion in this same spirit (e.g. Kropotov andEtlinger, 1999; Redgrave et al., 1999; Gurney et al., 2001a,b).Brown et al. (2004) des
ribed a detailed 
omputational neural model (TELOS;TElen
ephali
 Laminar Obje
tive Sele
tor) for the 
ontrol of sa

ades. The model



96in
ludes a number of 
omponents, but 
orti
o-BG loops subserve a major 
oordina-tive 
omputational role, a
ting as a �large set of programmable gates.� These gateshelp to 
hoose among 
ompeting 
orti
al plans, enable output of a sele
ted plan,or defer the exe
ution of a sele
ted plan. In the model the striatum re
eives many
orti
al inputs from plan 
ells in the super�
ial layers of various gateable 
orti
alzones (GCZs). These zones also re
eive the a
tion of output proje
tions from tha-lamus. Brown et al. (2004) stress that it is implausible for a
tion sele
tion modelsto suppose that loops through the BG have su�
ient sele
tivity to 
hoose spe
i�
a
tions represented in 
ortex; instead, the notion of GCZs is implemented su
h thatan entire topographi
 region of 
ortex 
an be sele
ted via the BG, but 
ompetitionamong spe
i�
 plans should be implemented within 
orti
al 
ir
uits. In TELOS,the dire
t pathway through the BG provides a means for a 
orti
al plan to bid forrelease by the phasi
 inhibition (pause) of the toni
ally a
tive GPi/SNr, thus �open-ing a gate.� The indire
t pathway (striatum→GPe→GPi) is hypothesized to serveas a STOP signal that 
an be trained based on thalamo-striatal feedba
k proje
-tions. This STOP signal 
an defer the release of a 
orti
al plan even if that plan'sa
tivity would ordinarily ex
ite the dire
t pathway su�
iently to open the thalami
gate. A �nal pathway (the hyperdire
t pathway ; 
ortex→STN→GPi) is used duringmovement to provide an ex
itatory lo
kout for GPi/SNr resour
es, prohibiting othermovements from interfering with ongoing performan
e.The BG loop model proposed within GODIVA is vastly simpli�ed, but makesuse of several of these previous theoreti
al proposals. For example, GODIVA usesfeed-forward striatal inhibition in the striatum, and requires a phasi
 dip in GPia
tivity in the dire
t pathway to enable a 
orti
al zone. As in TELOS, these zones
orrespond to pat
hes of 
ortex rather than to spe
i�
 
orti
al representations.



973.6 The DIVA model of spee
h produ
tionThe DIVA (Dire
tions Into Velo
ities of Arti
ulators) model is a neural networkmodel of spee
h motor 
ontrol and a
quisition �rst des
ribed by Guenther (1994)and advan
ed by Guenther and 
olleagues over the past 12+ years. Computer sim-ulations using a simulated vo
al tra
t (based on Maeda, 1990) have proven 
ableof o�ering uni�ed explanations for a large number of spee
h phenomena in
ludingmotor equivalen
e, 
ontextual variability, speaking rate e�e
ts, and 
oarti
ulation(Guenther, 1995; Guenther et al., 1998). The model's simulations have also been
ompared dire
tly to speakers' arti
ulator movements (Guenther et al., 1999; Perkellet al., 2004) measured using ele
tromagneti
 midsaggital arti
ulometry (EMMA;Perkell et al., 1992). Additionally, the DIVA 
ontrol s
heme has been shown to pro-vide stable 
ontrol in spite of dramati
 developmental 
hanges in the vo
al tra
ts ofyoung 
hildren (Callan et al., 2000) and has been used to des
ribe possible abnor-malities that lead to dys�uen
y in stuttering (Max et al., 2004). Re
ent versions ofthe DIVA model have additionally hypothesized neural 
orrelates for the represen-tations and mappings that form the model (Guenther, 2001; Guenther and Ghosh,2003; Guenther et al., 2006; Guenther, 2006).Figure 3·6 illustrates the 
omponents of the most re
ent instantiation of theDIVA model (Guenther et al., 2006). Ea
h blo
k in Figure 3·6 represents a modulehypothesized to 
orrespond to a set of neurons in a parti
ular anatomi
al region ofthe brain. Su
h modules are hypothesized to form a representation in a parti
ular
oordinate system. Dire
ted 
onne
tions between blo
ks indi
ate synapses or neuralpathways, through whi
h one representation is transformed into the next. Below themajor 
omponents of the model are brie�y reviewed.
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Figure 3·6: S
hemati
 overview of the DIVA model of spee
h pro-du
tion. Boxes 
orrespond to representations hypothesized to exist inspe
i�
 
orti
al and sub
orti
al regions. Arrows 
orrespond to neu-ral pathways that map one representation into another. This versionof the model (Guenther et al., 2006) introdu
es a fa
torization of the
ir
uit into feedforward and feedba
k 
ontrol subsystems (purple andgray boxes in the left and right of the �gure, respe
tively).



993.6.1 Spee
h sound mapThe 
ells in the DIVA model's Spee
h Sound Map (SSM) module 
orrespond to spe-
i�
 well-learned spee
h sounds. This region is hypothesized to lie in the left ventralpremotor 
ortex and/or posterior inferior frontal gyrus pars oper
ularis. SSM repre-sentations are fun
tionally similar to a mental syllabary (Crompton, 1982; Levelt andWheeldon, 1994; Levelt et al., 1999b), suggested by Levelt et al. (1999b) to 
onsistof a �repository of gestural s
ores for the frequently used syllables of the language(p. 5).� In di�erent terminology, SSM representations 
an be thought of as motor
hunks or motor programs, learned higher-order representations of frequently spe
-i�ed spatiotemporal motor patterns. Se
tion 3.4.2 des
ribed the syllable frequen
ye�e
t, whi
h suggested that su
h motor 
hunks 
ould 
orrespond to syllable-sizedunits. Laganaro and Alario (2006) provided additional eviden
e that this e�e
t hasa phoneti
 (rather than phonologi
al) lo
us, whi
h is 
onsistent with the pla
ementof the Spee
h Sound Map within the DIVA (and GODIVA) model.3.6.2 Feedforward 
ontrol systemA
tivation of a Spee
h Sound Map 
ell 
orresponding to a single spe
i�
 spee
h sound�reads out�, through proje
tions to arti
ulatory velo
ity and position 
ells in motor
ortex (see Figure 3·6), a time sequen
e of arti
ulatory gestures. This series of motor
ommands results, under normal speaking 
onditions and for a well-learned sound, inthe desired a
ousti
 output for that spee
h sound. This feedforward 
ontrol system ishypothesized to 
ontain an additional trans-
erebellar pathway to motor 
ortex that
ontributes primarily to the temporal details of the motor program, and possibly toa

ount for temporal pro
essing delays inherent in the spee
h system (Ghosh, 2005).The feedforward system is responsible for learning the motor 
hunks 
orrespondingto spe
i�
 learned sounds, where learning is performed on the basis of error signals



100generated in a 
omplementary feedba
k 
ontrol system.3.6.3 Feedba
k 
ontrol systemModel Spee
h Sound Map 
ells additionally proje
t through modi�able synapsesto se
ondary auditory and somatosensory 
orti
al regions. These proje
tions en
odeauditory and somatosensory expe
tations for the a
tivated sound. Rather than spe
-ifying a pre
ise point in auditory or somatosensory spa
e (at ea
h point in time), themodel postulates that 
onvex target regions are en
oded; these 
orrespond to a

ept-able ranges (in a
ousti
, motor, or somatotopi
 spa
e) for the target sound, allowingthe model to exhibit �exibility in its produ
tions, in
luding, for example, 
ontextualvariability e�e
ts.The purpose of the feedba
k 
ontrol system that re
eives these proje
tions is to
ompare the ongoing sensory state with the expe
ted sensory state, and to issue
ompensatory motor 
ommands whenever an error is dete
ted in the produ
tion ofthe sele
ted sound. This is a

omplished in the auditory and somatosensory errormaps in the model (see Figure 3·6). In these maps the 
urrent sensory feedba
kis 
ompared to the expe
tation; under normal 
onditions, no error is dete
ted, andthe two in
oming signals (expe
tation and sensory state) �
an
el ea
h other out,�leaving no residual a
tivity in the error map. When an error is dete
ted, however,the residual a
tivity results in a proje
tion through tuned synapses to motor 
ortexthat sums with the ongoing motor 
ommand from the feedforward 
ontrol system.These proje
tions from auditory and somatosensory error maps 
onstitute inversemodels in that they must en
ode an inverse kinemati
 transformation from sensoryto motor 
oordinate frames. Ultimately, these proje
tions lead to a 
hange in motorvelo
ities in order to impart a 
hange in sensory dire
tions. This is, in fa
t, thebasis of the model's name. If 
ompensatory 
ommands are required due to errors



101generated by an ina

urate feedforward system, then su
h 
orre
tive 
ommands arealso in
orporated into a modi�ed feedforward 
ommand; thus the model 
ontinuesto improve its ability to fun
tion properly without relying on sensory feedba
k.The synapses that en
ode auditory to motor transformations 
an be learnedthrough a simulated babbling phase that pre
edes the development of individualSpee
h Sound Map motor programs. This allows the model to learn the mappingsbetween the Error Maps (in sensory spa
e) and the Motor Cortex (in arti
ulatorspa
e). Mathemati
ally, these mappings are an approximation to the Moore-Penrosepseudoinverse of the Ja
obian of the non-linear fun
tion that relates arti
ulator po-sitions to the 
orresponding sensory state. Ultimately su
h mappings are requiredto allow the model (and the developing speaker) to navigate a
ousti
 spa
e by intel-ligently manipulating the arti
ulators.3.6.4 Limitations of the DIVA modelIn previously published versions of DIVA, the a
tivation of Spee
h Sound Map 
ellsis algorithmi
 and spe
i�ed by the resear
her running a simulation. Performing se-quen
es of well-learned sounds thus requires the ad ho
 spe
i�
ation of SSM 
ella
tivations. Furthermore, Guenther et al. (2006) a
knowledge that the model's 
om-ponents only 
orrespond to those used for the produ
tion of a simple spee
h sound,e.g. a single syllable. The model does not address planning for sequen
es of 
onne
tedspee
h or the regions of the brain that are likely to be involved in those pro
esses.Chapter 2 des
ribed an fMRI experiment, whi
h was motivated by these limitations,that provided insight into these additional brain regions and their responses to thepreparation and overt produ
tion of syllable sequen
es of varying 
omplexity. Be-low, a 
omputational neural model is spe
i�ed that begins to extend DIVA to addressthese brain regions and asso
iated planning and initiation pro
esses.



1023.7 The Gradient Order DIVA (GODIVA) modelThis se
tion des
ribes the methods used to spe
ify and implement the GODIVAmodel as well as a high-level fun
tional overview of the model's operation. Se
tion 3.8gives the more detailed formal spe
i�
ation of the new model, in
luding the equationsthat govern its operation. Table 3.2 then provides an algorithmi
 summary of thesteps the model takes to produ
e a syllable sequen
e. Example simulation resultsare presented in Se
tion 3.9.3.7.1 Computational methodsThe GODIVA model is formally des
ribed as a system of di�erential equations that
hara
terize the a
tivity through time of simulated neurons or assemblies of neurons.The model was implemented usingMATLAB® (The MathWorks, In
., Nati
k, MA),and the di�erential equations were numeri
ally integrated using 4th and 5th orderRunge-Kutta methods with an adaptive time step.NotationThe formal des
ription of the model (Se
tion 3.8) makes use of 
ertain typi
al 
on-ventions for mathemati
al des
ription. Neurons in a parti
ular representation arespe
i�ed by a lower-
ase letter to indi
ate the representation (layer), and subs
riptedto indi
ate the parti
ular neuron in that representation. For example, xi indi
atesthe ith neuron in layer x. Representations that have two des
riptive dimensions havetwo subs
ripts (e.g. xij). An entire layer is, at times, referred to as a ve
tor, whi
happears in lower-
ase, with bold-fa
e font (e.g. x). Derivatives with respe
t to timeappear in �dot� notation; that is, ẋ = dx
dt
. Conne
tivity between 
ells is representedwith multiple weighted adja
en
y matri
es; matri
es appear as bold-fa
ed upper-
aseletters (e.g. W), whereas an individual synapti
 weight from 
ell i to 
ell j appears



103as Wij. Upper-
ase letters whi
h appear in the equations in normal (non-bold) fa
eas well as Greek symbols are s
alar parameters of the model. In �gures that s
hema-tize the neural network for a parti
ular modeled region, lines with arrows representex
itatory proje
tions, lines with �lled 
ir
les indi
ate inhibitory proje
tions, andlines with �lled semi-
ir
les indi
ate multipli
ative or �gating� proje
tions.3.7.2 Fun
tional overview of the modelThis se
tion provides a high-level overview of how the GODIVA model fun
tions.It is followed by a mu
h more detailed des
ription and pre
ise spe
i�
ation of itsimplementation. An overall s
hemati
 view of the model is shown in Figure 3·7.The �input� to the GODIVA model during ordinary spee
h produ
tion arrivesfrom high-level lexi
al/semanti
 and or synta
ti
 pro
essing areas, possibly in
lud-ing the inferior or ventrolateral prefrontal regions of the 
ortex. In most 
ases,these inputs are thought to 
ode lexi
al items (words) or short phrases, and likelyarrive at the present model's inputs sequentially as in
remental pro
essing is 
om-pleted by higher-level linguisti
 modules. These inputs serve to initiate the a
tiva-tion of two parallel and 
omplementary representations of a forth
oming utteran
e,a phonologi
al 
ontent representation hypothesized to exist in the left hemisphereinferior frontal sul
us (IFS), and a stru
tural frame representation hypothesized toexist in the pre-supplementary motor area (pre-SMA). Both representations 
onsti-tute planning spa
es or forms of working memory, where representative neurons orpopulations of neurons maintain a 
orti
al 
ode for the potential phonemes (in theIFS) or abstra
t syllable frames (in the pre-SMA) that de�ne the utteran
e. Fur-thermore, both representations in the model 
an simultaneously, 
o-temporally 
odefor multiple forth
oming phonemes and syllables by use of a prima
y gradient, inwhi
h relative a
tivation level 
odes for the serial order in whi
h the items are to
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Figure 3·7: �Box-and-arrow� s
hemati
 of the primary GODIVAmodel 
omponents and their hypothesized 
orti
al and sub
orti
al 
or-relates. Lines with arrows represent ex
itatory pathways, and lineswith �lled 
ir
les represent inhibitory pathways. Lines with both ar-rowheads indi
ate that 
onne
tivity between these modules featurestop-down ex
itatory 
onne
tions and bottom-up inhibitory feedba
k
onne
tions. The inhibitory pathways shown in the 
orti
al portion ofthe model are feedba
k pathways that suppress planning representa-tions after their 
orresponding a
tion has been taken.



105be produ
ed. These gradients over plan 
ells 
an be maintained through re
urrentneural dynami
s for a short duration throughout pro
essing, and 
an robustly andappropriately handle new inputs as they arrive without disruption of ongoing per-forman
e, up to a 
ertain item 
apa
ity limit determined by the signal to noise ratioof the representation. Both the IFS and pre-SMA plan layers thus take the form of�item and order memories� (Grossberg, 1978b,a) or, equivalently, planning layers ina 
ompetitive queuing 
ir
uit (Bullo
k and Rhodes, 2003).In GODIVA the produ
tion pro
ess begins with the sele
tion of the most a
-tive frame in the pre-SMA within a se
ond pre-SMA layer (the 
hoi
e layer). Thebreakdown of 
orti
al representations into plan and 
hoi
e layers with a 
olumnarar
hite
ture is repeated throughout the model (see Figure 3·7). The a
tivation of apre-SMA 
hoi
e 
ell initiates the �ring of a 
hain of 
ells also in the pre-SMA, ea
h
orresponding to an abstra
t position (but not a spe
i�
 phoneme) in the forth
om-ing syllable. These pre-SMA 
ells give input to a basal ganglia-mediated planningloop, whi
h serves as an input gate to i) a distin
t population of 
hoi
e 
ells in theIFS region, and ii) 
hoi
e 
ells in the Spee
h Sound Map, a 
omponent of the 
urrentDIVA model that is further spe
i�ed in GODIVA. This planning loop sele
tivelyenables topographi
 zones of 
ells in the IFS 
hoi
e layer that 
orrespond to appro-priate syllable positions for the forth
oming syllable only, as well as to sele
tivelyenable learned Spee
h Sound Map programs that mat
h the abstra
t frame stru
ture.Strong 
ompetition amongst IFS 
hoi
e 
ells in ea
h positional zone then results ina single �winning� representation within ea
h a
tive positional zone. As is standardin all CQ-based models, 
hoi
e 
ells in both the IFS and pre-SMA sele
tively sup-press their planning representations after be
oming a
tive. This allows for ongoingsequen
e performan
e.Choi
e 
ells in the IFS form 
orti
o-
orti
al synapses with 
ell populations in



106the SSM that allow for the �read out� of motor programs as well as auditory andsomatosensory expe
tations for simple learned spee
h sounds. The SSM is hypoth-esized to o

upy the left inferior frontal gyrus / frontal oper
ulum (BA44) and/orleft ventral premotor 
ortex (Guenther et al., 2006). The IFS→SSM synapses aresuggested to be learned at a somewhat late stage of development, after a 
hild hasdeveloped well-de�ned phoneti
 / phonologi
al per
eptual 
ategories for his or herlanguage (see Se
tion 3.3.3). These learned synapses (whi
h are de�ned algorithmi-
ally in the model) allow the set of winning 
hoi
e 
ells in the IFS 
hoi
e layer toa
tivate a set of potential �mat
hing� motor programs represented by Spee
h SoundMap plan 
ells, with better mat
hing programs re
eiving higher a
tivations. Be-
ause one IFS 
hoi
e 
ell is a
tive for ea
h position in the forth
oming syllable, thisproje
tion transforms a phonologi
al syllable into a spee
h motor program.Spee
h Sound Map plan 
ells give input, gated by the planning loop, to SSM
hoi
e 
ells. Competitive intera
tions amongst a
tivated 
hoi
e 
ells then lead toa �winner� being 
hosen for output to the motor apparatus. The model a

ountsfor an additional basal ganglia loop (Motor Loop in Figure 3·7) that deals with theappropriate release of planned spee
h sounds to the motor exe
ution system. The
hosen SSM output 
ell is hypothesized to a
tivate motori
 plan 
ells primarily inthe left-hemisphere motor 
ortex that, together with inputs from the SMA, bid formotor initiation. A new motor program will be initiated only upon 
ompletion of theprevious program, for example. The un
oupling of the sele
tion of motor programsfrom the timing of initiation allows the system to pro
eed with pre-motor sele
tionprior to the 
ompletion of or, in some 
ases, even the initiation of the previous 
hosenprogram. This also allows for a simple me
hanisti
 explanation of the di�eren
esbetween preparation and produ
tion and between 
overt and overt spee
h.



1073.8 Model spe
i�
ationThis se
tion dis
usses the various 
omponents of the GODIVA model in further de-tail, in
luding the spe
i�
ation of a set of di�erential equations that 
ontrols theoperation of model simulations. For referen
e, Table 3.8 provides a list of the sym-bols used in the various equations and the model representations to whi
h they
orrespond.In an attempt to redu
e the 
omplexity of the model, 
orti
o-
orti
al inhibitoryproje
tions, whi
h likely involve a set of intervening interneurons between two setsof ex
itatory neurons, are not expli
itly modeled. Instead, the ex
itatory 
orti
alneuron→ inhibitory interneuron→ ex
itatory 
orti
al neuron disynapse is modeledas a single inhibitory synapse from a 
orti
al neuron that, in the model, 
an also giveex
itatory proje
tions.It is important to note that the present model is �hand-wired.� That is, weightsthat are assumed to be modi�able through learning are algorithmi
ally set within therange of values that learning must a
hieve for proper operation. Possible methodsby whi
h these modi�able synapti
 weights 
an be learned are suggested in theDis
ussion se
tion below (Se
tion 3.10).3.8.1 Phonologi
al 
ontent representation in inferior frontal sul
usNeurons in the region in and/or surrounding the inferior frontal sul
us (IFS) inthe left hemisphere (BA 44/45/9) are hypothesized to be used in the short-termmaintenan
e of the phonemes 
ontained in a planned spee
h utteran
e. The IFSrepresentation 
onsists of two layers, one 
ontaining plan 
ells and one 
ontainingan identi
al 
orresponding set of 
hoi
e 
ells. A plan 
ell and the 
orresponding



108Table 3.1: Legend of symbols used to refer to 
ell populations in theGODIVA model spe
i�
ation.Cell Type SymbolExternal Input to IFS upExternal Input to preSMA ufIFS Phonologi
al Content Plan Cells pIFS Phonologi
al Content Choi
e Cells qpre-SMA Frame Plan Cells fpre-SMA Frame Choi
e Cells gpre-SMA Positional Chain Cells hPlanning Loop Striatal Proje
tion Cells bPlanning Loop Striatal Interneurons bPlanning Loop GPi Cells cPlanning Loop Anterior Thalami
 Cells d
hoi
e 
ell are thought to represent a (simpli�ed) 
orti
al 
olumn6. This breakdownof representations into two layers 
onstituting plan and 
hoi
e 
ells is a repeatedelement throughout the model (see Figure 3·7). Figure 3·8 illustrates two su
h IFS
olumns from a single positional zone as well as their inputs and outputs.The idealized 
orti
al 
olumns in this IFS representation are hypothesized to betuned to a parti
ular phoneme and to a parti
ular abstra
t position in a syllabi
frame. The IFS map, therefore, 
an be thought of as a two-dimensional grid, whereea
h row 
orresponds to a parti
ular phoneme and ea
h 
olumn to a parti
ular syl-lable position (see Figure 3·9). For the purposes of the model, 7 syllable positionsare in
luded. These positions 
orrespond to a generi
 syllable template, su
h as thatintrodu
ed by Fudge (1969) and also used in the model of short-term memory for6This simpli�ed breakdown of the layers in a 
orti
al 
olumn is similar to the breakdown utilizedin the detailed model of BG fun
tion of Brown et al. (2004). The two-layer simpli�
ation allows themodel to in
orporate two major empiri
al generalizations regarding 
orti
al-BG and 
orti
o-
orti
alproje
tions. First, the dominant 
orti
o-striatal proje
tion is from layers 5a or above ("super�
ial")whereas the 
orti
o-thalami
 and 
orti
o-sub-thalami
 proje
tions are from deeper layers (5b, 6).Se
ond, the 
orti
o-
orti
al proje
tions are either from deep layers to super�
ial layers or fromsuper�
ial layers to deep layers; 
orti
o-
orti
al proje
tions between layers of equivalent depthappear to be ex
luded (e.g. Barbas and Rempel-Clower, 1997).



109words and non-words introdu
ed by Hartley and Houghton (1996). Almost any En-glish syllable 
an be represented in this template by assigning parti
ular phonemesto parti
ular template slots. In the GODIVA model, the middle (4th) position isalways used to represent the syllable nu
leus (vowel), and pre
eding 
onsonants areloaded into pre
eding template positions, and su

eeding 
onsonants into su

eedingtemplate positions7. Within a parti
ular syllable position (
orresponding to the longaxis in Figure 3·9), a gradient of a
tivity a
ross plan 
ells de�nes the serial order ofthe phonemi
 elements. For example, Figure 3·9 s
hematizes the representation ofthe planned utteran
e �g�U.di.v�� in the IFS phonologi
al planning layer. Competi-tive intera
tions in the IFS map model are restri
ted to within position intera
tions;in essen
e, therefore, this representation 
an be thought of as having multiple queues,one for ea
h syllable position.The model in
ludes representations for 53 phonemes (30 
onsonants and 23 vow-els) derived dire
tly from the CELEX lexi
al database (Baayen et al., 1995). The setof 
ells in the IFS phonologi
al 
ontent representation form an e�
ient 
ategori
al ba-sis set for representing arbitrary spee
h sequen
es from a speaker's language. This isan important prin
iple of the GODIVA model in that it allows the model to representand ultimately produ
e both often-en
ountered (and hen
e well learned) utteran
esand novel phonologi
al �words� for whi
h the speaker has no stored motor asso
i-ations. Additionally, this representation allows the speaker to simultaneously planmultiple forth
oming syllables using this learned 
ategori
al spa
e, a fa
ulty that is
ru
ial to fast �uent performan
e. It is important to note, however, that as depi
tedthus far, the representation fails to handle repeating elements in a spee
h plan. Forexample, in the syllable sequen
e �ta.ka�, the /a/ is repeated; if there existed just7Due to the phonota
ti
 rules of English, not all phonemes are eligible at all positions. Forsimpli
ity, this notion was not expli
itly in
orporated in the model, but its impli
ations are worthyof further 
onsideration.
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choice cellsFigure 3·8: S
hemati
 illustration of the stru
ture of the GODIVAmodel's inferior frontal sul
us phonologi
al 
ontent representation.The region is hypothesized to 
onsist of a layer of plan 
ells (p; top)and a layer of 
hoi
e 
ells (q; bottom), arranged into 
olumns, ea
h ofwhi
h 
ode for a planned phoneme in a given syllable position. Theplan 
ells are loaded in parallel from other 
orti
al or 
erebellar re-gions. Choi
e 
ells, whose input from plan 
ells is gated by a syllableposition-spe
i�
 signal from the anterior thalamus, undergo a winner-take-all pro
ess within ea
h gated zone. The a
tivation of a 
hoi
e
ell suppresses its 
orresponding plan 
ell. This pro
ess results in thea
tivation of a phonologi
al syllable in the IFS 
hoi
e �eld that 
ana
tivate potentially mat
hing syllable motor programs in the Spee
hSound Map. Choi
e 
ell a
tivations 
an be suppressed upon the sele
-tion of a spe
i�
 Spee
h Sound Map motor program.
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Figure 3·9: This �gure s
hematizes the layout of 
ells in the IFSphonologi
al 
ontent representation. Both plan and 
hoi
e layers in theregion use the same representation; shown here is the plan layer, whi
hhas dynami
s that allow multiple parallel items to be 
otemporallya
tive. The long axis in the IFS map 
orresponds to spe
i�
 phonemes,and the short axis 
orresponds to abstra
t serial positions in a generi
syllable template. Cells 
ompete with one another through lateralinhibition along the long axis. This map illustrates an idealized planthat 
orresponds to the syllable sequen
e �g�U.di.v�.� The height ofthe verti
al bar at a parti
ular entry in the map 
orresponds to a
ell's a
tivation level. Note that entries in the s
hemati
 of the same
olor indi
ate these 
ells 
ode for the same syllable position; in thisrepresentation, there are 3 a
tive 
ells at ea
h of syllable positions 3and 4 in the template, 
orresponding to three [CV℄ syllables.



112one 
ell to 
ode this phoneme in the nu
leus position, it would be impossible, usingthe gradient approa
h, to represent the order of two o

urren
es of that phoneme. Itis therefore assumed that for ea
h 
ell in the 53 × 7 representation depi
ted in Fig-ure 3·9, there exist multiple �
opies� of that unit. This augmentation requires someadditional ad ho
 me
hanisms, parti
ularly during response suppression, whi
h aredis
ussed at appropriate pla
es in the spe
i�
ation below. For simpli
ity of presen-tation, the equations below make referen
e to just one 
opy of ea
h representational
ell.The a
tivity of a 
ell pij, representing phoneme i at syllable position j in the two-dimensional IFS phonologi
al planning layer matrix p, is governed by the shuntingdi�erential equation (with respe
t to time):
ṗij = −Appij +(Bp − pij)

(

αup
ij + [pij − θp]

+
)

− pij

(

∑

k,k 6=i

Wikpkj + 10y
(

[qij − θq]
+
)

)(3.1)In this equation, the �rst term is a passive de
ay. In the absen
e of any inputs,a 
ell's a
tivity will de
ay to resting state (identi
ally zero for all 
ells) at a ratedetermined by the s
alar 
onstant Ap. The se
ond term models ex
itatory inputsto the 
ell, whi
h drive a
tivity in the positive dire
tion. The initial multipli
ativeterm (Bp − pij) enfor
es an upper bound Bp to 
ell a
tivity. Su
h multipli
ative orshunting terms (Grossberg, 1973) are motivated by 
ell membrane properties (e.g.Hodgkin and Huxley, 1952). The �nal term, whi
h also enfor
es a lower a
tivitybound (of zero) models the inhibitory inputs to the 
ell, whi
h drive a
tivity in thenegative dire
tion.In (3.1) there are two sour
es of ex
itatory input. First, up
ij is an external inputthat 
orresponds to a �word8� that gives input, in parallel, to the IFS phonologi
al8Here the term word is used loosely to indi
ate a portion of a planned utteran
e that is at leastas large as a syllable. This 
ould represent a real word, a morpheme, or a pseudoword, for example.



113plan representation. This input is assumed to arrive from one or more of three brainareas not expli
itly treated in the model:1. A higher-level linguisti
 pro
essing area involved in the morpho-synta
ti
 pro-
essing of an internally generated 
ommuni
ative 
on
ept.2. A phonologi
al pro
essing region likely in the parietal 
ortex that 
an loadthe phonologi
al output system when the task is, for instan
e, reading, orrepetition.3. The inferior right-hemisphere 
erebellum, whi
h is hypothesized to assist in�fast-loading� of phonologi
al 
ontent into this bu�er. (See Dis
ussion in Chap-ter 2).The role of this external input is to provide a pulsed input to the IFS planninglayer that instantiates a gradient a
ross its units, whi
h represents the ordered set ofphonemes in the input �word.� This input is gated by a multipli
ative term α that
an be used to ensure that the a
tivity of 
ells re
eiving new inputs is not allowedto ex
eed the a
tivity level of 
urrently a
tive plans in the IFS, thus maintainingthe order of planned spee
h elements (see e.g. Bradski et al., 1994). The se
ondex
itatory input to 
ell pij is from itself. Here θp is a noise threshold set to a lowvalue and [ ]+ indi
ates half-wave re
ti�
ation. Su
h re
urrent self-ex
itation allowsthis layer to maintain a loaded plan over a short duration even in the absen
e ofexternal inputs.Cell pij re
eives inhibitory inputs from 
ells representing other phonemes in theplanning layer within the same syllable position. These inhibitory inputs are weightedby entries in the adja
en
y matrix W. In the simplest 
ase, entry Wik is simply 1for i 6= k and 0 for i = k; these weightings 
an be modi�ed, however, to in
orporatea notion of physi
al distan
e in the 
ortex, allowing for at least a partial explanation



114of phonemi
 similarity e�e
ts (see Dis
ussion). In the simulations presented here,this simple weighting using 0's and 1's was utilized. Finally, 
ell pij also re
eives astrong inhibitory input from 
ell qij, the 
orresponding 
ell in the IFS Choi
e Layer.This input is thresholded by term θq, and subje
ted to a faster-than-linear a
tivationfun
tion (
f. Grossberg, 1973), 
hosen to be y (x) = x2. This a
tivation fun
tion
an be thought of as a non-linear response (e.g. spike rate varies non-linearly withmembrane potential) inherent to 
hoi
e 
ell neurons. The same a
tivation fun
tionalso guides self-ex
itatory a
tivity amongst the 
hoi
e 
ells in (3.2).The a
tivity of a 
ell qij in the IFS 
hoi
e layer q is given by:
˙qij = −Aqqij+(Bq − qij)

(

dj [pij − θp]
+ + y (qij)

)

−qij

(

∑

kj,k 6=i

Wiky (qkj) + Γij

) (3.2)where Aq is again a passive de
ay parameter and Bq is again an upper bound on 
ella
tivity. The ex
itatory inputs in
lude a re
urrent self-ex
itatory term (y (qij)) andsele
tive input from the IFS plan 
ells in the same 
orti
al 
olumn. This input is gatedby the multipli
ative term dj, whi
h represents a signal hypothesized to arise from theventral anterior thalamus as the output of the basal ganglia mediated Planning Loop(see Figure 3·7). The dynami
s of this loop are spe
i�ed in Se
tion 3.8.3. Ultimately,the signal dj serves as a gate to a parti
ular 
ell population in the IFS 
hoi
e layerthat, when opened, allows a winner-take-all 
ompetition to o

ur within 
ells in thatzone. In the model, these gateable zones (
f. Brown et al., 2004) 
orrespond to thepositional representations in the IFS map (i.e. the short axis in Figure 3·9).The IFS 
hoi
e 
ell qij re
eives inhibitory inputs from all other 
ells within thesame gateable zone (syllable position). The a
tion of the inhibitory 
ells is againsubje
ted to the faster-than-linear signal fun
tion y. The resulting dynami
s of thislayer are su
h that it is typi
ally quies
ent, but when a thalami
 input gates open



115a positional zone, inputs from the IFS plan 
ells a
tivate their 
orresponding 
hoi
e
ells, whi
h in turn 
ompete via non-linear lateral inhibition, resulting in a 
om-petitive 
hoi
e (winner-take-all) pro
ess (
f. the 
ompetitive layer in a 
ompetitivequeuing model; Figure 3·4) within a positional zone. On
e a 
hoi
e 
ell be
omes a
-tive, it will maintain that a
tivation through the use of re
urrent intera
tions. The
ell's a
tivity 
an be quen
hed via the potentially strong inhibitory input Γij. Thisterm represents a response suppression signal whi
h arrives via interneurons fromthe Spee
h Sound Map 
hoi
e layer. The dynami
s of Spee
h Sound Map 
ells arespe
i�ed in Se
tion 3.8.4. The value of Γij at time t is given by:
Γij (t) = 10Zij

k sk (t) (3.3)where Zij
k is 1 if phoneme i is a part of syllable motor program k in syllable position

j, and 0 otherwise. Γij, therefore, models the suppression of IFS phonologi
al 
hoi
e
ells by 
hosen spee
h motor program 
ells in the Spee
h Sound Map. It is importantto note that only the phonemes that are part of the 
hosen motor program in theSpee
h Sound Map are suppressed. This allows the model to produ
e a novel or notwell learned syllable from targets representing its 
onstituent segments. This issueis dis
ussed further below.3.8.2 Stru
tural �frame� representations in pre-SMASets of neurons in the pre-SMA are hypothesized to serve as representations forstru
tural frames for 
ommon syllable types and for their abstra
t �slots� or positions.For example, the model pre-SMA 
ontains 
ells that 
ode for the entire abstra
tsyllable type CVC (
onsonant-vowel-
onsonant) as well as for C in onset position,V in nu
leus position, and C in 
oda position. These representations are assumed



116to be a
quired through the extra
tion of stru
tural regularities that o

urs due toper
eptual and motor experien
e with a language. A
quiring this dis
rete set ofrepresentations is feasible be
ause few syllable frames are ne
essary to a

ount forall of the syllable types used in a language. In English, based on an analysis offrequen
y of usage tables in the CELEX lexi
al database (Baayen et al., 1995), just8 di�erent syllable frames a

ount for over 96% of all syllable produ
tions.During phonologi
al en
oding, the model's frame representations in the pre-SMAare a
tivated in parallel with the a
tivation of the IFS phonologi
al 
ontent rep-resentation (see Figure 3·7). As is the 
ase with phoneme representations in theIFS planning layer, multiple pre-SMA frame 
ells 
an be a
tive 
o-temporally in itsplanning layer. The use of two layers representing an idealized 
orti
al 
olumn isrepeated in the model's pre-SMA. As in the CQ framework, the relative a
tivationlevel of the pre-SMA plan 
ells 
odes for the serial order of the forth
oming syllableframes, with more a
tivity indi
ating that a frame will be used earlier. In essen
e, themodel loads forth
oming spee
h plans into two parallel and 
omplementary queues,one in the IFS and one in the pre-SMA. This helps to solve a 
ombinatorial prob-lem that would result from requiring a representation that 
ould 
ode all possible
ombinations of frame and 
ontent. Su
h a representation would require tremen-dous neural resour
es in 
omparison to a representation su
h as the one proposed,whi
h separates the representational bases into two relatively small dis
rete sets. An-other advantage to learning abstra
ted representations of syllable frames separatelyfrom representations of phonemi
 
ontent is that it appears to fa
ilitate the rapida
quisition of spee
h motor programs through a substitution pro
ess (Ma
Neilage,1998). Spe
i�
ally, a 
hild 
an potentially use the same frame with di�erent eligiblephonemes at ea
h position to qui
kly visit the spa
e of potential syllable-sized spee
hmotor produ
tions.



117While the separation of frame and 
ontent o�ers 
omputational advantages, italso ne
essitates a pro
essing stage in whi
h the two representations are brought ba
ktogether in order to sele
t and enable appropriate motor programs. In the model thiso

urs by way of a basal ganglia mediated �planning loop�, des
ribed spe
i�
ally inSe
tion 3.8.3, whi
h enables the sele
tion of the 
onstituent phonemes from the IFSplanning layer 
orresponding to ea
h position in the forth
oming syllable only. Thispro
ess results in the parallel a
tivation of a phonologi
al syllable (
f. Cholin et al.,2004) representation in the IFS 
hoi
e 
ells.For the sake of 
omputational e�
ien
y, the number of available frame typesimplemented in the model was limited to 7. These in
luded [CV℄, [CVC℄, [VC℄,[CVCC℄, [CCV℄, [CCVC℄, and [VCC℄, whi
h are the most 
ommon types a

ordingto the CELEX database. Syllables of other types were not eligible for sele
tion by themodel. As was required to allow for en
oding the serial order of repeating phonemes,the model pre-SMA a
tually 
ontains multiple �
opies� of ea
h syllable frame 
ell.The model pre-SMA 
ontains not only 
ells that 
ode for the entire abstra
t frameof a forth
oming syllable, but also 
hains of 
ells that �re rapidly in sequen
e, whi
h
ode for the individual abstra
t serial positions within the syllable frame. These twotypes of 
ells, one that 
odes for a whole sequen
e (in this 
ase a sequen
e refers tothe sequen
e of 
onstituent syllable positions within a syllable frame), and anothertype that 
odes for a spe
i�
 serial position within that sequen
e, are similar to 
ellsthat have been identi�ed in the pre-SMA in monkey studies (see Se
tion 3.5.2). Inthe GODIVA model, the sele
tion of a syllable frame 
ell (e.g. a
tivation of a pre-SMA 
hoi
e 
ell) also initiates the readout of the 
hain of 
ells 
oding its 
onstituentstru
tural positions (but not spe
i�
 phonemes). The stru
ture and operation of thepre-SMA in the model are s
hematized in Figure 3·10.For a single syllable, the temporal pattern of a
tivity in the pre-SMA pro
eeds
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Figure 3·10: S
hemati
 illustration of the stru
ture and fun
tion ofmodel 
ells hypothesized to exist in the pre-SMA. This region 
onsistsof a layer of plan 
ells (top) and a layer of 
hoi
e 
ells arranged into
olumns, ea
h of whi
h 
orrespond to the same abstra
t syllable frame(CV stru
ture). When a pre-SMA 
hoi
e 
ell is a
tivated (the forth-
oming frame is 
hosen), the 
ell gives inputs to a 
hain of 
ells, ea
hof whi
h 
orresponds to a position within the abstra
t syllable frame.These 
ells �re rapidly and in order, a

ording to the verti
al arrowlabeled �time� (bottom left). In this s
hemati
, the �rst pre-SMA 
or-ti
al 
olumn 
odes for the syllable frame type [CVC℄, and the se
ond
olumn 
odes for the frame type [VC℄. Note that the inputs to 
audateare aligned su
h that the [V℄ position in both 
ases gives input to thesame 
audate 
hannel (
orresponding to positional zone 4). Cell wgates the pre-SMA frame 
hoi
e pro
ess.



119as follows. First, a single 
hoi
e 
ell is a
tivated, 
orresponding to the most a
tivesyllable frame among pre-SMA plan 
ells; upon the instantiation of this 
hoi
e, the
orresponding pre-SMA plan 
ell is suppressed. Next, the 
hoi
e 
ell a
tivates the�rst position 
ell in the positional 
hain 
orresponding to this syllable type. This 
elland subsequent 
ells in the positional 
hain give their inputs to zones in the 
audatewhi
h have a one-to-one 
orresponden
e with i) positions in the syllable template,and ii) gateable positional zones in the IFS. Su
h 
orti
o-striatal proje
tions formthe inputs to the planning loop of the basal ganglia, whi
h eventually enables thesele
tion of the forth
oming syllable's 
onstituent phonemes in the IFS 
hoi
e �eld.When the positional 
hain has rea
hed its 
ompletion, the last 
ell a
tivates a 
or-responding 
ell in the SMA-proper whi
h, e�e
tively, informs the motor portion ofthe 
ir
uit that the planning loop has prepared a new phonologi
al syllable.The pre-SMA 
ells whi
h 
ode for entire syllable frames are modeled by equationsvery mu
h resembling those that govern IFS 
ell a
tivity (see Equations (3.1) and(3.2)). These layers, again, mimi
 the 
ompetitive queuing ar
hite
ture, and takethe form of shunting equations with three terms: the �rst a passive de
ay, the se
ondthe ex
itatory inputs, and the third the inhibitory inputs to this 
ell. This form ismaintained throughout the spe
i�
ation of the model's equations. The a
tivity ofthe ith frame 
ell in the pre-SMA plan layer f (see Figure 3·10) is given by:
ḟi = −Affi + (Bf − fi)

(

αuf
i + [fi − θf ]

+
)

− fi

(

∑

k 6=i

fk + 10y
(

[gi − θg]
+
)

) (3.4)where Uk is the external input to the pre-SMA, assumed to arrive from the samesour
e that provides input Uf to the IFS. Equation (3.4) has a nearly identi
al formto that whi
h governs IFS plan 
ells (3.1).



120The a
tivity of pre-SMA 
hoi
e 
ell gi is governed by:
ġi = −Aggi + (Bg − gi)

(

ω [fi − θf ]
+ + y (gi)

)

− gi

(

∑

k 6=i

y (gk)

) (3.5)Here the s
alar ω gates the pre-SMA frame 
hoi
e pro
ess. ω is modeled as a binaryinput, where its value is 1 when the IFS 
hoi
e �eld is empty, and 0 when there aresigni�
antly a
tive 
ells within that �eld. Without su
h a gate, the pre-SMA 
hoi
epro
ess 
ould pro
eed without pause through sele
tion of ea
h of the syllable framesrepresented in the graded pattern f . Instead, this gate ω requires the pre-SMAmodule to wait until the 
urrently a
tive syllable has been 
hosen for produ
tion onthe motor side of the 
ir
uit. At this time, the 
hoi
e of the next frame may pro
eed.This gating is implemented algorithmi
ally but 
an be a
hieved through a 
orti
o-
orti
al proje
tion between IFS and pre-SMA by way of an inhibitory interneuron.This is s
hematized in Figure 3·10, where it is assumed that toni
ally a
tive 
ell ωis suppressed fully when any IFS 
hoi
e 
ells are a
tive above some low threshold.As noted above, the a
tivation of a pre-SMA 
hoi
e 
ell also initiates a serial
hain of 
ells that 
ode for individual abstra
t positions in the syllable. The a
tivityof the jth 
ell in the positional 
hain 
orresponding to syllable frame k is spe
i�edalgorithmi
ally by:
hk

j (t) =















1 if (t0 + (j − 1)τ) ≤ t ≤ (t0 + jτ)

0 otherwise (3.6)where t0 is the time at whi
h the pre-SMA 
hoi
e 
ell gk ex
eeds a threshold θg (thetime at whi
h it is �
hosen�) and τ is a short duration for whi
h ea
h 
ell in the
hain is uniquely a
tive. Ea
h of these 
ells gives input to a 
ell in the striatum
orresponding to the same positional zone (see below). The dea
tivation of the �nal



121
ell in the 
hain a
tivates an SMA-proper 
ell that 
odes for the appropriate syllabletype k.3.8.3 Corti
o-striato-pallido-thalamo-
orti
al �planning loop�Following the eviden
e presented in Se
tion 3.5.3, the model proposes that two dis-tin
t basal ganglia loop 
ir
uits form 
ompetitive gating me
hanisms for 
orti
almodules during the produ
tion of syllable sequen
es. The �rst loop, the planningloop, serves to enable 
orti
al zones in the 
hoi
e layer of the model's left inferiorfrontal sul
us. The planning loop re
eives inputs from the IFS plan 
ells (p) aswell as from the pre-SMA positional 
ells (h). Following Brown et al. (2004), theGODIVA model uses the one-to-many proje
tion from thalami
 output 
ells to 
ellsin the 
ortex to perform this gating fun
tion. The model's basal ganglia 
ir
uitry ismu
h simpli�ed in 
omparison to other detailed BG models, but remains 
ompatiblewith, for example, Brown et al. (2004). Although there is signi�
ant 
onvergen
ewithin the 
orti
o-striatal-pallido pathway, the model treats these sets of synapsesas a set of 
ompetitive 
hannels, ea
h represented by 1 striatal proje
tion neuron(b), 1 striatal interneuron (b), and 1 pallidal (GPi) 
ell (c). This highly idealized
ir
uitry is depi
ted in Figure 3·11. There is a one to one 
orresponden
e betweenthese 
hannels in the GODIVA model's planning loop and the gateable 
orti
al zonesin the IFS 
hoi
e layer. Furthermore, these zones, again, 
orrespond dire
tly to the7 abstra
t syllable positions in a syllable template.The a
tivity of the striatal proje
tion neuron in BG 
hannel j is given by:
ḃj = −Abbj + (Bb − bj)

(

hj ∧

[

∑

k

pkj − δ

]+)

− bj

(

∑

k 6=j

y (bk)

) (3.7)where the symbol ∧ is the logi
al AND operator, assumed here to output 1 whenboth of its operands have value greater than zero, and 0 otherwise. It is used here
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Figure 3·11: S
hemati
 illustration of �
hannel� ar
hite
ture throughthe basal ganglia planning loop. Ea
h 
hannel 
orresponds to an ab-stra
t serial position in the generi
 syllable template. The modeled
audate 
onsists of one proje
tion neuron (b) and one inhibitory in-terneuron (b) in ea
h 
hannel. The 
hannels 
ompete via feedforwardinhibition in the 
audate. Caudate proje
tion neurons give inhibitoryproje
tions along the dire
t pathway to a modeled GPi 
ell (c). TheGPi 
ell, in turn, inhibits the anterior thalami
 
ell d. The su

essfula
tivation of a 
hannel disinhibits its spe
i�
 thalami
 
ell, whi
h inturn �opens the gate� to a zone in the inferior frontal sul
us phonolog-i
al 
hoi
e layer through a multipli
ative intera
tion.



123to indi
ate that both supra-threshold a
tivity in one or more IFS plan 
ells tunedto position j and signi�
ant input from pre-SMA 
ells 
oding for position j arerequired to drive positive a
tivation of this striatal proje
tion 
ell. The 
ell bj alsore
eives strong (modeled as faster-than-linear) feed-forward inhibition from striatalinterneurons bk in the other BG 
hannels (k 6= j).The a
tivity of a striatal inhibitory interneuron in 
hannel j is governed by thevery similar equation:
ḃj = −Abbj +

(

Bb − bj

)

(

hj ∧

[

∑

k

pkj − δ

]+)

− bj

(

∑

k 6=j

y (bk)

) (3.8)Thus, the model's 
orti
ostriatal 
ells in both the IFS and pre-SMA give identi
alinputs to the proje
tion neurons and inhibitory interneurons in the model's 
audate.The striatal proje
tion neurons 
onne
t to model GPi 
ells within the same BG
hannel by means of an inhibitory synapse. The a
tivity of the GPi 
ell cj, whi
h isitself inhibitory to a 
orresponding thalami
 
ell dj, is given by:
ċj = −Accj + βc (Bc − cj) − cj (bj) (3.9)where βc and Bc 
ontrol the level of spontaneous toni
 a
tivation of the GPi 
ell.Su
h toni
 a
tivation is required for the BG model to be able to a
hieve a 
orre
tnet e�e
t within a 
hannel. Spe
i�
ally, the 
orresponding thalami
 
ell (dj) shouldbe typi
ally silent, but should be
ome phasi
ally a
tivated upon the sele
tive 
om-petitive a
tivation of BG 
hannel j. To a
hieve this result, GPi 
ells are toni
allya
tive, but show a pause response when thet re
eive inhibitory input from the stri-atal proje
tion neuron in the same 
hannel. Thus, be
ause the proje
tion from theGPi 
ell cj to the anterior thalamus 
ell dj is inhibitory, a pause response in cj willdisinhibit dj, and thereby enable the 
orti
al sele
tion pro
ess in zone j of the IFS
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hoi
e layer. The a
tivity of the thalami
 
ell dj, whi
h di�usely proje
ts to zone jin the IFS 
hoi
e layer is given by:
ḋj = −Addj + βd (Bd − dj) − dj (cj) (3.10)Here βd and Bd 
ontrol the amplitude of the rebound ex
itation of the thalami
 
ell.A transient de
rease in the inhibitory input cj thus leads to transient a
tivation of dj,enabling the 
orti
al sele
tion pro
ess for syllable position j in the IFS 
hoi
e �eld. Itis interesting to note that su
h thalami
 rebound ex
itation has re
ently been shownin the homologous BG � thalami
 
ir
uit 
ontrolling birdsong produ
tion (Personand Perkel, 2005).3.8.4 Spee
h sound mapThe Spee
h Sound Map (SSM) is a 
omponent of the DIVA model (Guenther, 1995;Guenther et al., 1998, 2006) that is hypothesized to 
ontains 
ells that �read out�motor programs and sensory expe
tations for well-learned spee
h sounds. In theDIVA model, the toni
 a
tivation of an SSM 
ell (or ensemble of 
ells) is requiredto read out the stored sensory and motor programs throughout the produ
tion ofthe sound. To properly 
ouple the system des
ribed herein with the DIVA model,GODIVA must provide this sele
tive, sustained ex
itation to the appropriate SSM
ells.As is the 
ase with its other 
orti
al representations, the GODIVA model positsa breakdown of SSM 
ells into two layers, again labeled Plan and Choi
e 
ells (seeFigure 3·7). In this representation, ea
h idealized 
orti
al 
olumn 
orresponds to awell-learned syllable or phoneme. Unlike the plan layers in the IFS and pre-SMA,the a
tivation pattern a
ross SSM plan 
ells does not 
ode for serial order, but rather
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odes for the degree of mat
h between the set of a
tive phonologi
al 
ells in the IFS
hoi
e layer (e.g. the forth
oming phonologi
al syllable) and the stored sensorimotorprograms asso
iated with the Spee
h Sound Map 
ells. This mat
h is 
omputedvia an inner produ
t of the IFS 
hoi
e layer inputs with synapti
 weights that areassumed to be learned between these 
ells and the SSM plan 
ells. In the 
urrentimplementation of the model, these weights are simply �hand-wired� su
h that thesynapse Zij
k from IFS 
hoi
e 
ell qij (whi
h 
odes phoneme i at syllable position j)to Spee
h Sound Map plan 
ell rk is given by:

Zij
k =















1
Nk

if rk in
ludes phoneme i at syllable position j

0 otherwise (3.11)where Nk is the total number of phonemes in the syllable 
oded by SSM plan 
ell
rk. Su
h a spe
i�
ation of synapti
 weights indi
ates that an SSM plan 
ell re
eivesequally weighted input from ea
h IFS 
hoi
e 
ell that 
odes its 
onstituent phonemesin their proper syllabi
 positions, and re
eives no input from other IFS 
hoi
e 
ells.Furthermore, the sum of synapti
 weights proje
ting to any syllable program in theSSM plan layer is equal to 1. Mathemati
ally, the L1-norm of ve
tor Zk is 1. Learn-ing rules that 
onserve synapti
 strength in this way have been proposed elsewhere(e.g. von der Malsburg, 1973; Grossberg, 1976), and similar 
onservational prin
i-ples have been observed empiri
ally (Markram and Tsodyks, 1996). An ex
eptionto the synapti
 weight rule (3.11) is made for SSM 
ells that 
ode single phonemetargets (as opposed to entire syllables). In the model implementation, these 
ells



126have synapti
 inputs set equal to:
Zij

k =















0.85 − 0.05j if rk 
odes phoneme i

0 otherwise (3.12)This algorithmi
 spe
i�
ation di
tates that the input to SSM plan 
ells that 
odefor single phoneme targets is weighted by the position in whi
h the pre-synapti
 IFS
hoi
e 
ell is a
tive, su
h that inputs from earlier positions in the syllable have greaterweight. This spe
i�
ation allows the SSM plan 
ell inputs to maintain the serial orderof the 
onstituent phonemes in the IFS 
hoi
e �eld in the 
ase that the syllable mustbe produ
ed from sub-syllabi
 motor programs (e.g. when there is no mat
hingsyllable sized SSM representation for the forth
oming phonologi
al syllable).The a
tivity level of 
ell k in the SSM plan layer representation r is governed bythe shunting equation:
ṙk = −Arrk + (Br − rk)

(

∑

i

∑

j

Zij
k y
(

[qij − θq]
+
)

+ [rk − θr]
+

)

− rk

(

∑

n6=k

rn

)(3.13)The double sum in the ex
itatory term above 
omputes the net ex
itatory inputfrom 
ells in the IFS 
hoi
e �eld (q) to the 
ell rk, whi
h is weighted by the synapti
strengths spe
i�ed in the input weight matrix Zi. Cell rk also re
eives self-ex
itatoryfeedba
k (subje
t to a low noise threshold θr) and lateral inhibitory input from allother 
ells in the SSM plan layer. The dynami
s determined by (3.13) are su
h that,as in the other plan layers in the model, multiple 
ells 
an sustain their a
tivation
otemporally.The SSM plan 
ell rk gives spe
i�
 ex
itatory input to the SSM 
hoi
e 
ell sk



127within the same idealized 
orti
al 
olumn. The a
tivation of sk is given by:
ṡk = −Assk + (Bs − sk)

(

rk + 10y
(

[sk − θs]
+
))

− sk

(

∑

j 6=k

[sj − θs]
+ + Ω

) (3.14)where y is again a faster-than-linear signal a
tivation fun
tion, ultimately resultingin winner-take-all dynami
s within the layer s. Ω models a non-spe
i�
 responsesuppression signal that arrives from the DIVA model (the arti
ulatory portion of the
ir
uit) indi
ating the impending 
ompletion of the produ
tion of the 
urrent syllablemotor program. When Ω is transiently large, the result is to quen
h a
tivationof the 
urrent winning 
ell in s, followed by the re-instantiation of a new winner,
orresponding to the most a
tive SSM program in the plan layer r. The DIVAmodel 
an provide su
h a suppression signal prior to a
tual 
ompletion of arti
ulationbe
ause of the inherent delays between sending a motor 
ommand and the e�e
tthat that motor 
ommand has on the arti
ulators. Su
h delays in the produ
tionmodel have been 
onsidered by Guenther et al. (2006). Alternatively, in 
overt orinternal spee
h, this 
ompletion signal 
an arrive from elsewhere, allowing the modelto sequen
e through SSM programs without a
tually overtly arti
ulating them.3.8.5 Response release via the �motor loop�The initiation or release of 
hosen spee
h motor programs for overt arti
ulationis hypothesized to be 
ontrolled by a se
ond loop through the basal ganglia, themotor loop. The proposal that two loops through the basal ganglia, one mediated bythe head of the 
audate nu
leus, and one mediated by the putamen, are importantin 
ognitive and motor 
ontrol of spee
h produ
tion respe
tively, is supported byintraoperative stimulation results (Robles et al., 2005). In the model, the motorloop re
eives 
onvergent input from the SMA and motor 
ortex and gates 
hoi
e (or



128exe
ution) 
ells in the motor 
ortex (see Figure 3·7). The motor loop through thebasal ganglia re
eives inputs at the putamen, as opposed to the planning loop, whi
hre
eives its inputs, whi
h arrive from �higher-level� prefrontal regions, at the 
audatenu
leus (
f. Alexander et al., 1986; Alexander and Crut
her, 1990). The motor loopalso gives output to the ventrolateral thalamus, as opposed to the ventral anteriorthalami
 targets of the model's planning loop.Currently, the motor loop in the GODIVA model is not spe
i�ed with the samelevel of detail as the previously dis
ussed planning and sele
tion me
hanisms in themodel. To a
hieve the same level of detail, it will be ne
essary to fully integrate the
ir
uits des
ribed above with the existing DIVA model (e.g. Guenther et al., 2006).Nevertheless, a 
on
eptual des
ription of these me
hanisms is possible, and followsfrom the general ar
hite
ture of the higher-level portions of the model. Spe
i�
ally,the a
tivation of an SSM 
hoi
e 
ell representing the forth
oming spee
h motor pro-gram is hypothesized to a
tivate plan 
ells in the left motor 
ortex. These plan 
ellsdo not dire
tly drive movement of the arti
ulators, just as plan 
ell a
tivity in othermodules in GODIVA does not drive a
tivity beyond that 
orti
al region. Instead,overt arti
ulation in the model requires the enabling of motor 
ortex 
hoi
e 
ellsvia the BG-mediated motor loop. To �open the gate� and initiate arti
ulation, themotor loop requires 
onvergent ex
itatory inputs from the motor 
ortex plan 
ellsand from the SMA-proper. This notion is based on three major �ndings from thefMRI study des
ribed in Chapter 2, whi
h have also been des
ribed elsewhere in theliterature: i) that overt arti
ulation involves spe
i�
 additional engagement of theSMA-proper, ii) that the putamen is parti
ularly involved when spee
h produ
tionis overt, and iii) that the left hemisphere motor 
ortex may be
ome a
tive for 
overtspee
h or for motor preparation, but when spee
h is made overt, the motor 
ortexin both hemispheres is additionally engaged. These �ndings are dis
ussed in more



129detail in Chapter 2.Table 3.2 provides a summary of the sequen
e of steps that the model goesthrough in order to produ
e a sequen
e of syllables.3.9 Simulation resultsThis se
tion des
ribes simulations performed to verify that the model des
ribed aboveperforms as designed. The model has been su

essfully tested for a variety of syllablesequen
es. Figure 3·12 and Figure 3·13 demonstrate the time 
ourses of a
tivity inseveral key 
omponents of the model during the planning and produ
tion of the syl-lable sequen
e �g�U.di.v�� under two di�erent assumptions about the model's initialstate.3.9.1 Performan
e of a sequen
e of well-learned syllablesIn the �rst simulation, the model is tasked with produ
ing this sequen
e with theassumption that ea
h individual syllable (�g�U�, �di �, and �v��) has a learned repre-sentation that is stored in the model's Spee
h Sound Map. Sensorimotor programsfor these syllables must be a
quired by the DIVA portion of the 
ir
uit; this learningpro
ess is not expli
itly simulated here. In this simulation, the 1000 most 
om-mon syllables from the CELEX database (Baayen et al., 1995) (whi
h in
lude thethree syllables to be performed here) are in
luded in the model's Spee
h Sound Maprepresentation. The �input� to this simulation is a pulse that a
tivates the two 
om-plementary gradients in the pre-SMA and IFS plan layers. This pulse is applied atthe time indi
ated by the �rst arrow in ea
h sub-�gure in Figure 3·12. This inputa
tivates a gradient a
ross the /g/, /d/, and /v/ phoneme 
ells in syllable position3 (onset 
onsonant) and a gradient a
ross the /�U/, /i/, and /�/ phoneme 
ells insyllable position 4 (vowel nu
leus) in the IFS plan layer, as well as a gradient a
ross



130Table 3.2: A 
on
ise algorithmi
 summary of the steps that the GO-DIVA model takes to perform a syllable sequen
e.1. Complementary a
tivity gradients are loaded into the IFS plan and pre-SMA planlayers.2. The most a
tive syllable frame, 
orresponding to the 1st syllable in the sequen
ebe
omes a
tive in the pre-SMA 
hoi
e layer.3. The 
orresponding 
ell in the pre-SMA plan layer is suppressed.4. The a
tive pre-SMA 
hoi
e 
ell initiates the serial readout of a 
hain of 
ells 
orre-sponding to its abstra
t positions.5. The a
tive positional 
ell a
tivates a BG planning loop 
hannel, disinhibiting a tha-lami
 
ell, and enabling the appropriate positional zone in the IFS 
hoi
e layer.6. The most a
tive phoneme in the IFS plan layer for this positional zone be
omes a
tivein the IFS 
hoi
e �eld.7. The 
orresponding phoneme 
ell in the IFS plan layer is suppressed.8. Steps 5-8 are repeated for ea
h serial position in the 
hosen syllable frame.9. The now simultaneous a
tivation of one phoneme for ea
h syllable position in theIFS 
hoi
e layer a
tivates potential sensorimotor program �mat
hes� in the SSM planlayer.10. The best-mat
hing SSM program is a
tivated in the SSM 
hoi
e layer.11. Motor 
orti
al plan 
ells are a
tivated in the left motor 
ortex.12. This program's 
onstituent phonemes are suppressed in the IFS 
hoi
e layer.13. If this a
tion empties the IFS 
hoi
e �eld, then Steps 2-9 
an be performed for thenext syllable.14. Convergent SMA and M1 plan 
ell a
tivity allows overt produ
tion to be initiatedfor the 
urrently a
tive SSM 
hoi
e 
ell.15. A 
ompletion signal transiently suppresses SSM 
hoi
e 
ell a
tivity, quen
hing the
urrently a
tive program and allowing a new winner to be 
hosen.16. Steps 2-15 are repeated until no 
ells are a
tive in the pre-SMA (and IFS) planninglayers.



131three �
opies� of the [CV℄ frame 
ell in the pre-SMA. In Figure 3·12 (A and B) it
an be seen that the a
tivation levels of the phonemes in these positional zones risefrom the initial state of 0 and begin to equilibrate with ea
h 
ell taking on a di�erenta
tivation level. The di�erent time 
ourses of a
tivation in these plots are labeledby the phoneme that ea
h 
ell represents. These resulting a
tivation gradients, of
ourse, are essential to the model performing the sequen
e in the 
orre
t order.After the �rst CV frame representation is 
hosen via the pre-SMA 
hoi
e layer,positional zones 3 and 4 are enabled in the IFS 
hoi
e layer in rapid su

ession. Thisallows for the 
hoi
e of the most a
tive phoneme in ea
h IFS plan layer positionalzone. Figure 3·12 (C and D) shows this 
hoi
e being made, resulting in the strong,sustained a
tivation of the phonemes /g/ and /�U/ in IFS 
hoi
e zones 3 and 4,respe
tively. The 
hoi
e is made in zone 4 at a slightly later time than in zone 3. By
omparing the sub-plots in Figure 3·12, it 
an be seen that, immediately followingthe 
hoi
e of /g/ and //�U/ (panels C and D), the representations for ea
h phonemein the IFS plan representation (panels A and B) are rapidly suppressed. A
tivity inthe IFS plan layer also then re-equilibrates, leaving only two phonemes in ea
h zonea
tive with a now larger di�eren
e in relative a
tivation levels.The 
otemporal a
tivation of /g/ and /�U/ in the IFS 
hoi
e layer (panels C andD) 
auses a
tivity to arise in the model's SSM plan 
ells (panel E). It 
an be seenthat multiple representations be
ome a
tive as there are multiple partially mat
hingsensorimotor programs stored in the model's Spee
h Sound Map. The most a
tiveSSM plan 
ell, however, 
odes for the best mat
hing syllable (in this 
ase �g�U�).This allows this syllable representation to be
ome a
tive in the SSM 
hoi
e layer(panel F). As soon as �g�U� be
omes a
tive in (F), its 
onstituent phonemes in theIFS 
hoi
e layer (panels C and D) are suppressed. The resulting la
k of a
tivity inthe IFS 
hoi
e layer gates the 
hoi
e of the next CV syllable frame in the pre-SMA
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Time TimeFigure 3·12: Simulation result showing the produ
tion of the threesyllable sequen
e �g�U.di.v��. In this simulation, ea
h of the three syl-lables has a 
orresponding stored Spee
h Sound Map representation.Ea
h plot shows time 
ourses of 
ell a
tivity in di�erent model 
ompo-nents. The x-axis in ea
h plot is time, and the y-axis is a
tivation level(both in arbitrary model units). The arrows in ea
h plot indi
ate theonset of the external input pulse, e�e
tively the start of the simulation.These simulation results are des
ribed in detail in the text.



133(not shown), allowing the model to begin preparing the syllable �di � (all the wayto the stage of a
tivating potential SSM mat
hes in the SSM plan 
ells) while itis still produ
ing the syllable �g�U� (
ompare panels C, D, and E to panel F). Thesyllable �di,� however, 
an only be 
hosen in the SSM 
hoi
e layer (panel F) uponthe re
eipt of a non-spe
i�
 suppression signal arriving from the arti
ulatory 
ontrol
ir
uit. The e�e
t of this suppression signal is to transiently quen
h all a
tivity inthe SSM 
hoi
e layer, whi
h 
an be seen by the fast de
rease in a
tivation of the
ell 
oding for �g�U� in panel F. Upon removal of this suppression signal, �di,� themost a
tive SSM plan representation is 
hosen in the SSM 
hoi
e layer. This entirepro
ess iterates until there are no remaining a
tive 
ells in the pre-SMA or IFS planlayers.It 
an be seen from Figure 3·12 (F) that the syllable motor programs 
orrespond-ing to the desired syllables are a
tivated in the proper order. This is pre
isely whatis required in order to interfa
e GODIVA with the DIVA model, whi
h 
an thenbe used to 
ontrol a 
omputer-simulated vo
al tra
t to realize the desired a
ousti
output for ea
h syllable.3.9.2 Performan
e from sub-syllabi
 targetsIn the development of the GODIVA model, an emphasis was pla
ed on the desiredfa
ulty to represent arbitrary syllable sequen
es that fall within the rules of thespeaker's language, and to allow these sequen
e representations to interfa
e withand sele
t for produ
tion the most appropriate available sensorimotor programs. Byplanning in the phonologi
al spa
e en
ompassed by the IFS and pre-SMA repre-sentations, the GODIVA model does not rely on having a
quired phoneti
 or motorknowledge for every syllable it is 
apable of planning and/or produ
ing. This point isaddressed in a simulation that parallels the one des
ribed above, but makes di�erent



134assumptions about the initial state of the model's Spee
h Sound Map.Figure 3·13 demonstrates the GODIVA model again produ
ing the syllable se-quen
e g�U.di.v�, but in this 
ase, the syllables g� and v� have ea
h been removedfrom the model's Spee
h Sound Map. Sin
e this version of the model no longer hassensorimotor representations for these syllables, it must produ
e the syllables fromsmaller stored programs / targets, 
orresponding to the individual phonemes in the�missing� syllables. It 
an be seen in Figure 3·13 (F) that the model a
tivates SSM
hoi
e 
ells 
orresponding to the 
onstituent phonemes, in the 
orre
t order, for the�rst and third syllables of the planned utteran
e. The SSM program asso
iated withthe se
ond syllable, di, remains as a possible mat
h in the Spee
h Sound Map, and,hen
e, is 
hosen for produ
tion at the appropriate time.Panels C, D, and E in Figure 3·13 demonstrate how the model operates di�erentlywhen it must produ
e syllables from smaller stored programs as 
ompared to the 
asewhere all planned phonologi
al syllables 
orrespond exa
tly to stored SSM programs(Figure 3·12). By 
omparing Panel C to Panel D it is apparent that the IFS 
hoi
e
ell representing the �rst phoneme (/g/ of the syllable �g�U� is suppressed prior tothe suppression of the phoneme /�/. This is be
ause the suppression of IFS 
hoi
e
ells is di
tated by what sensorimotor program is 
hosen in the SSM 
hoi
e layer.Be
ause no SSM 
ell mat
hes �g�U� exa
tly, the best mat
hing 
ell (as determined bythe dot produ
t of IFS 
hoi
e layer a
tivity with ea
h SSM plan 
ell's stored synapti
weights; see Se
tion 3.8.4) 
odes for the phoneti
 representation of the phoneme /g/.Thus, this 
ell is 
hosen for a
tivation in the SSM 
hoi
e �eld (see panel F), andinhibits only the representation for the phoneme /g/ in position zone 3 of the IFS
hoi
e layer (panel C). Be
ause the phoneme /�U/ remains a
tive in IFS 
hoi
e �eldzone 4 after this point in time (panel D), the preparation of the next syllable 
an notyet begin. Instead, the a
tivity in SSM plan 
ells (panel E) automati
ally adjusts



135to a
tivate better potentially mat
hing sensorimotor programs 
orresponding to theremaining phonologi
al representation in the IFS 
hoi
e �eld (in this 
ase the singlephoneme /�U/). On
e the non-spe
i�
 quen
hing signal arrives at the SSM 
hoi
e�eld to indi
ate the impending 
ompletion of the motor program for /g/, the motorprogram for /�U/ is 
hosen. At this point, the entire IFS 
hoi
e �eld (in both zones3 and 4; panels C and D) is empty, whi
h allows the pre-SMA to 
hoose the nextsyllable frame and 
ontinue the sequen
ing pro
ess.Table 3.3: Summary of the values of parameters used to perform bothsimulations des
ribed in Se
tion 3.9.IFS pre-SMA SSM BG LoopParameter Value Parameter Valule Parameter Value Parameter Value
Ap 0.1 Af 0.1 Ar 10.0 Ab 1.0
Bp 5.0 Bf 5.0 Br 5.0 Bb 5.0
θp 0.01 θf 0.01 θr 0.1 Ab 0.5
Aq 1.0 Ag 1.0 As 10.0 Bb 10.0
Bq 5.0 Bg 5.0 Bs 5.0 Ac 1.0

Bc 5.0
βc 1.0
Ad 1.0
Bd 5.0
βd 1.0

3.10 Dis
ussion3.10.1 The GODIVA modelThis 
hapter has presented the development of a neurobiologi
ally plausible 
ompu-tational model that des
ribes how arbitrary syllable sequen
es 
an be planned andprodu
ed by adult speakers. This model builds on mu
h previous theoreti
al work,beginning �rst and foremost with the seminal 
ontributions of Lashley (1951). Lash-ley's ideas 
an be viewed as a pre
ursor to 
ompetitive queuing proposals (Grossberg,1978b,a; Houghton, 1990; Houghton and Hartley, 1996; Bullo
k and Rhodes, 2003),
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Time TimeFigure 3·13: Simulation result showing the produ
tion of the sylla-ble sequen
e �g�U.di.v�� using pie
e-wise sensorimotor programs. Inthis simulation, only the se
ond syllable (di) has a 
orresponding rep-resentation in the Spee
h Sound Map. The model must perform the�rst and third syllables, therefore, by sequentially a
tivating targetsfor the 
onstituent phonemes in those syllables. Ea
h plot shows time
ourses of 
ell a
tivity in di�erent model 
omponents. The x-axis inea
h plot is time, and the y-axis is a
tivation level (both in arbitrarymodel units). The arrows in ea
h plot indi
ate the onset of the externalinput pulse, e�e
tively the start of the simulation. These simulationresults are des
ribed in detail in the text.



137whi
h the GODIVA model in
orporates in multiple pla
es. The use of a prima
y gra-dient to represent serial order is a fundamental predi
tion of CQ-style models thathas re
ently been 
on�rmed in experimental studies (Averbe
k et al., 2002, 2003).Su
h order-en
oding a
tivity gradients over representative units are also one of twomodeling 
on
epts that underlie the 
hoi
e of the model's name GODIVA (i.e. Gra-dient Order DIVA). The other equally important interpretation of this moniker isthat the model provides 'GO' signals to the DIVA model. That is, the modulesdes
ribed in this 
hapter largely operate at a higher level in the spee
h produ
tionhierar
hy than the existing DIVA model; these modules serve to sele
t and a
tivatethe proper sensorimotor programs, and to initiate the produ
tion of spee
h sounds.A
tual ongoing motor 
ontrol of these spee
h sensorimotor programs, as well as theira
quisition, is the fun
tion of the DIVA model itself whi
h, although reviewed brie�yin this 
hapter, has been des
ribed in detail elsewhere (Guenther, 1994, 1995; Guen-ther et al., 1998, 2006; Guenther, 2006).That the GODIVA model was not developed in isolation, but rather as a 
ontinu-ation of a bottom-up approa
h (beginning with DIVA) to understanding the brain'sspee
h and language produ
tion 
ir
uits is an important 
hara
teristi
. Althoughfuture work is ne
essary to fully integrate GODIVA with DIVA, the groundwork forperhaps the most 
omprehensive 
omputational treatment of spee
h sound planningand produ
tion has been laid. Importantly, the model des
ribed here is not sim-ply a 
omputational or information pro
essing treatment, but rather addresses theplanning and produ
tion pro
esses from a neurobiologi
al perspe
tive. To this end,ea
h 
omponent of the GODIVA model, following previous e�orts with the DIVAmodel (Guenther et al., 2006; Guenther, 2006), has a hypothesized 
orti
al and/orsub
orti
al 
orrelate. The GODIVA model appears to represent the �rst thoroughtreatment of the sequential organization and produ
tion of spee
h sounds that is



138des
ribed both formally and with substantive referen
e to known neuroanatomy andneurophysiology.3.10.2 Representations for serial orderWhile the CQ ar
hite
ture plays a fundamental role in GODIVA, it is not the onlyrepresentation of order used within the model. The IFS representation 
ombineselements of CQ with elements of positional models. Spe
i�
ally, the minor axis ofthis two-dimensional map (see Figure 3·9) is proposed to 
ode for abstra
t serialposition within a syllable. The notion of using 
ells like those modeled in the IFS,whi
h 
ode for both a parti
ular phoneme and a parti
ular syllable position may at�rst seem unappealing; the use of multiple �
opies� of nodes that 
ode for the samephoneme but at di�erent positions (e.g. Dell, 1986) has been often 
riti
ized for failingto en
apsulate any relationship between phonemes with the same 
ategori
al identitythat appear in di�erent positions of a syllable. In the proposed IFS representation,to an extent, that relationship is en
apsulated by the fa
t that these �
opies� of thesame phoneme will always appear topographi
ally near one another so long as the 2-D grid is mapped 
ontinuously onto to the 
orti
al sheet. Additionally, and perhapsmore importantly, this position spe
i�
 representation, whi
h was motivated in thisand other models on the basis of the very strong syllable position 
onstraint in spee
herrors (see Se
tion 3.4.1), is useful 
omputationally. Be
ause, in the model, IFS 
ellsonly intera
t with one another within a positional zone, the IFS representation 
anbe thought of as one 
ontaining multiple queues. The 
apa
ity of a queue (i.e. aplanning layer) in the CQ model is limited due to noise; as additional elements are�added� to the queue, the di�eren
e between a
tivation levels of any two elements tobe performed su

essively be
omes smaller. If zero-mean Gaussian noise is added tothese a
tivation levels, the probability of re
overing the wrong order at �read out�



139then also be
omes larger with additional elements. By separating the set of phonemesinto multiple queues, of 
ourse, fewer phonemes are represented per queue, and noiseis less of a problem. E�e
tively then, this representation in
reases the overall 
apa
ityto represent spee
h sounds during planning in 
omparison to a system with only onequeue, assuming the same levels of noise.The idea of representative units with serial position-spe
i�
 tuning properties,while useful and supported by behavioral data in syllable produ
tion, is less ap-pealing for modeling list memory, general movement planning, and other sequentialbehaviors be
ause the number of �slots� is less well-determined, and the number ofpossible 
omponent movements or list items that must be able to be representedat any position 
ould be quite large. Phonota
ti
 
onstraints, while not spe
i�
allyimplemented in GODIVA, redu
e the number of items that must be represented atany given position. GODIVA also in
ludes �serial 
hain� representations, whi
h arelo
alized to the model's pre-SMA module. The in
lusion of these spe
i�
 
hains asa modeling element does not, however, invite all of the same 
riti
isms that existregarding asso
iative 
haining as a general theory of serial order. This is be
ausethe total number of sequen
es that must be en
oded is small, and well established;these 
orrespond one-to-one with the number of abstra
t stru
tural syllable framesavailable to the speaker. As dis
ussed in Se
tion 3.8.2 just 8 syllable frames a
-
ount for about 96% of all syllable produ
tions. Moreover, the speaker has no needto arbitrarily order abstra
t syllable positions in a sequen
e. This leads to a gen-eral guiding prin
iple that appears to be useful in modeling hierar
hi
al sequentialbehavior. When sequen
e produ
tion must be generative9, the use of serial 
hainsbe
omes extremely problemati
, whereas the use of CQ-type a
tivation gradients to9Here, the term generative is used to mean that, in the behavior in question, the generationof novel, and perhaps arbitrary, sequen
es is 
ru
ial. In spee
h, for instan
e, 
ombining words orsyllables into a sequen
e that has never been performed before is simple and 
ommonpla
e.



140en
ode order is mu
h preferred. When a sequen
e or a small set of sequen
es be
omeshighly stereotyped, however, readout by serial or �syn�re 
hains� (e.g. Abeles, 1991;Pulvermüller, 1999, 2002), or by an �outstar avalan
he� (Grossberg, 1969) may o�ergreater e�
ien
y. The GODIVA model thus makes use of di�erent representationsof order as appropriate.In a similar vein, Dell (1986) spe
ulated that a prin
iple explanation for the pres-en
e of spee
h errors in normal speakers is the need for produ
tivity / generativity.In order to produ
e novel sequen
es within the language, it is ne
essary to ��ll� slotsin a sequen
e, and this inevitably results in the possibility of error due to potentialdi�
ulty with the ��lling-in� me
hanism(s). As put su

in
tly by Dell (1986), the setof possible phonemes is 
losed (after language a
quisition), whereas the set of pos-sible phoneme 
ombinations is open. CQ provides an ex
ellent and physiologi
allyplausible me
hanism for representing this open set of 
ombinations. Furthermore, itmakes both intuitive and 
omputational sense that the units that �slip� during pro-du
tion of sequen
es should be the units that form the bases in CQ-type networks.This supports the GODIVA proposal that position-spe
i�
 phonemes are representedby a CQ me
hanism in the left inferior frontal sul
us region.3.10.3 Repeating elementsOne of the weaknesses for 
ompetitive queuing theories in general is in representingelements that repeat within a sequen
e. Be
ause a 
ell 
odes for an item and that
ell's relative a
tivation 
odes for its relative serial order, it is di�
ult to represent therelative order of the same item o

urring twi
e in the planned sequen
e. The presentmodel employs perhaps the simplest (but not ne
essarily best) solution to handlerepeating elements. This is by in
luding multiple �
opies� of ea
h representative
ell in the IFS and pre-SMA representations. With the addition of su
h 
opies,



141order 
an be maintained simply by using a di�erent 
opy of the spe
i�
 phonemeor frame 
ell for ea
h o

urren
e of that phoneme or frame in the sequen
e. Forexample, the sequen
e �pa-ta-ka� would require the use of three di�erent 
opies ofthe �/a/� phoneme 
ell in positional zone 4 of the IFS planning representation. Inorder to implement su
h a s
heme, a bit of additional ad ho
 ma
hinery is required,whi
h is implemented algorithmi
ally in the model. Spe
i�
ally, it is required thatthe model's external input, when targeting a parti
ular phoneme in the IFS planlayer or frame type in the pre-SMA plan layer, a
tivate a 
ell of that type thatis not already a
tive. Response suppression within ea
h representation is handledwithout additional 
ir
uitry, assuming the �
opies� are arranged in the 
olumnar CQar
hite
ture. Response suppression of the IFS 
hoi
e 
ells, however, arrives from theSpee
h Sound Map 
hoi
e layer. To ensure that the 
orre
t 
opy of the phoneme 
ellis suppressed, the SSM 
hoi
e layer→IFS 
hoi
e layer quen
hing signal proje
ts toall of the 
opies of a parti
ular phoneme in a parti
ular serial position.When entire syllables (performan
e units), on the other hand, are to be repeatedby the model (e.g. �ta-ta-ta�), a di�erent assumption is made. On the basis of re-a
tion time data from S
hönle et al. (1986), as well as fMRI observations des
ribedin Chapter 2, it appears that produ
ing the same syllable N times is fundamentallydi�erent from produ
ing N di�erent syllables. It is, therefore, assumed that planninga sequen
e su
h as �ta-ta-ta� only requires the phonologi
al syllable �ta� to be repre-sented in the 
omplementary IFS and pre-SMA planning layers on
e. An additionalsimple me
hanism is postulated to iterate the produ
tion portion of the 
ir
uit Ntimes without the need to spe
ify the phonologi
al representation again ea
h time.



1423.10.4 A general frameworkWhile the 
urrent modeling proje
t does not deal with higher-level aspe
ts of lan-guage produ
tion, the general ar
hite
ture proposed here has the potential for reusethroughout the language system. The organization of basal ganglia into largely paral-lel loops (Alexander et al., 1986; Alexander and Crut
her, 1990) o�ers the possibilityfor 
as
aded pro
essing stages that enable linguisti
 sele
tions from 
ompeting alter-natives; these sele
tions (
f. 
hoi
e layer a
tivations) 
an then a
tivate lower-levelrepresentations through 
orti
o-
orti
al pathways (as IFS 
hoi
e 
ells, for example,a
tivate SSM plan 
ells). Su
h loops might be able to be nested to a

ount for variouslevels of language produ
tion (e.g. Garrett, 1975; Ward, 1994). The model ar
hite
-ture presented here also o�ers a neurobiologi
ally-plausible 
omputational a

ountfor how learned stru
tural patterns 
an be 
ombined with an alphabet of �
ontent�items (see theoreti
al development of this fa
torization of stru
ture and 
ontent inSe
tion 3.3.2). In the same way that abstra
t CV stru
ture 
ombines with represen-tative phoneme units, synta
ti
al stru
ture might, for instan
e, 
ombine with wordunits from di�erent grammati
al 
ategories (
f. di�erent positional zones). Thereis eviden
e that basal ganglia loops might indeed aid in sele
tion me
hanisms forhigher level aspe
ts of language. For instan
e, damage to portions of the 
audategives rise to semanti
 paraphasias (Kreisler et al., 2000), a 
ondition marked by thewrongful sele
tion of words, but su
h that the sele
ted word has related meaning tothe one desired. Crinion et al. (2006) also suggested that the 
audate might subservesele
tion of words from a bilingual lexi
on.3.10.5 Future extensions to GODIVAThere are many limitations to the 
urrent version of the GODIVA model and manytraje
tories whi
h future work 
an take. First, it will be important to establish re-



143alisti
 me
hanisms for learning the various representations and 
onne
tions positedby the model. Currently, phonologi
al representations in IFS and pre-SMA are as-sumed to have been learned, and 
onne
tions between the IFS and SSM modulesare hand-wired. Additionally, several brain regions whose BOLD a
tivations weredemonstrated to 
ovary with the 
omplexity of a planned syllable sequen
e are notin
luded in the present model.Brain regions not modeledIn parti
ular these in
lude the 
erebellum10 and the anterior insula. It was hypothe-sized in Chapter 2 that the right inferior 
erebellum 
ould be used for �fast-loading�of well-learned phonologi
al 
hunks into the IFS plan layer (
f. Rhodes et al., 2004).Many studies have now impli
ated the 
erebellum in phonologi
al 
oding (Paulesuet al., 1993; Desmond et al., 1997; Chen and Desmond, 2005; Silveri et al., 1998;Vallar et al., 1997; Justus et al., 2005; Ravizza et al., 2006).The anterior insula is also of great interest in future work. Chapter 2 dis
usseda disso
iation between two regions of the anterior insula, one whi
h responded whenspee
h was overt but that did not 
ovary with the 
omplexity of the pres
ribed syl-lable sequen
e, and another more anterior region (near the jun
tion of the frontalope
ulum) where a
tivation was similar during the preparation only and produ
-tion 
onditions but 
ovaried with stimulus 
omplexity. It has been proposed thatthe anterior insula a
ts as a phoneti
 bu�er during spee
h produ
tion (Nota andHonda, 2003). The GODIVA model 
urrently does not 
ontain a module 
apableof representing multiple phoneti
 plans simultaneously. Instead, the model's Spee
hSound Map 
hoi
e layer 
an only 
ode one winning 
ell, whi
h 
odes for the best10Portions of the superior 
erebellum are addressed in modeling work related to single spee
hsound produ
tion in the DIVA model (Guenther and Ghosh, 2003; Ghosh, 2005), but further workis ne
essary to address this stru
ture's 
omputational role in sequen
ing.



144mat
hing sensorimotor program for the 
urrently sele
ted phonologi
al syllable. TheSSM plan layer is able to maintain a
tivity in multiple 
ells, but the gradient ofa
tivity in this region does not 
ode for order, but rather for degree of phonologi
almat
h. Thus, if su
h a phoneti
 bu�er element is required as the model is furtherdeveloped, a potential neural 
orrelate seems to be the anterior insula. Data fromthe 
hronometri
 studies dis
ussed in Se
tion 3.4.2 appear to suggest that loadingmultiple sensorimotor programs into a phoneti
 bu�er may indeed be possible. Mu
hfurther 
onsideration, however, is required before establishing spe
i�
 roles for theseadditional brain regions in the model.Spee
h error patternsAs 
urrently formulated, the model has a limited 
apa
ity to re
reate the ri
h pat-terns observed in naturally o

urring slips of the tongue (see Se
tion 3.4.1). The CQar
hite
ture, however, is extremely well-suited for explaining data related to trans-position errors (see, e.g. Farrell and Lewandowsky, 2004). The basi
 me
hani
alexplanation for the three major error types observed in slips of the tongue are asfollows: i) perseverations (e.g. �left lemisphere�) 
an o

ur when the IFS plan 
ellrepresentation for a parti
ular phoneme is not suppressed following its sele
tion inthe IFS 
hoi
e layer; ii) anti
ipations (e.g. �heft hemisphere�) 
an o

ur when the
ell 
oding for the intruding phoneme (/h/) be
omes more a
tive than the properphoneme, and its plan 
ell representation is not suppressed11; and iii) ex
hanges (e.g.�heft lemisphere�) 
an o

ur when the relative a
tivation levels of the syllable onsetphonemes /h/ and /l/ be
ome reversed in the IFS plan layer.Modeling su
h errors requires the addition of noise to the (
urrently determin-11Often errors are 
lassi�ed as anti
ipations when a speaker stops his or her utteran
e uponrealizing their error (e.g. �heft � (pause).� In these 
ases it is un
lear whether, had the subje
t
ontinued, the next word would have been produ
ed as �hemisphere� or as �lemisphere,� whi
hwould be 
lassi�ed as an ex
hange error



145isti
) dynami
s of the IFS phonologi
al representation. With this simple addition,the model ne
essarily produ
es 
onstrained errors. GODIVA a

ounts for the sylla-ble position 
onstraint be
ause phoneme-
oding 
ells only 
ompete with ea
h otherwithin a positional zone, and the IFS 
hoi
e sele
tion pro
ess is zone spe
i�
. This isa hard 
onstraint in the model; to repli
ate the a
tual data, whi
h suggest that, ono

asion, spee
h errors do o

ur a
ross syllable positions the sele
tion pro
ess 
ouldalso be relaxed, allowing, for example, the wrong syllable position zone to be enabledwith some low probability. As 
urrently formulated the GODIVA model predi
ts asyllable onset e�e
t but not of the magnitude reported in analyses of error databases(e.g Ma
Kay, 1970; Vousden et al., 2000).Another 
ommon observation in spee
h error data is that ex
hanged phonemesoften share features (the phonemi
 similarity e�e
t). On the surfa
e, explaining su
han e�e
t when the 
urrent GODIVA model does not 
ontain any expli
it represen-tation of features seems di�
ult. This might be addressed, however, by making useof physi
al spa
e in the modeled 
ortex. In parti
ular, ea
h positional zone in theIFS planning layer 
ould be organized as a phonotopi
 map, where 
ells that repre-sent similar (in terms of shared arti
ulatory features) phonemes are 
lose together,and 
ells representing dissimilar phonemes are distant. Then, with the in
lusion ofa simple biologi
ally reasonable assumption, that the magnitude of inhibition 
on-veyed from 
ell pij to 
ell pkj falls o� with the distan
e between the 
ells, the e�e
twill be that a parti
ular phoneme has stronger 
ompetitive intera
tions with similarphonemes than with dissimilar phonemes. Sin
e these 
ompetitive intera
tions ulti-mately determine the relative a
tivation levels in the IFS plan 
ells, the net resultof su
h organization would be that the most often ex
hanged phonemes would bethe most similar phonemes. The notion of topographi
 organization is prevalent inneural 
omputation, with many examples of models that learn 2-D mappings of stim-



146ulus features (e.g. von der Malsburg, 1973; Grossberg, 1976; Kohonen, 1982), andKohonen (1988) has previously applied the self-organizing feature map ar
hite
tureto develop a 2-D map of phoneme spa
e.Su
h a topographi
ally organized model, therefore, while not expli
itly represent-ing featural information, does represent featural similarity between planned segmentsimpli
itly. Other theories of spee
h produ
tion have proposed that phonologi
al plan-ning representations either i) spe
ify no featural information (Levelt et al., 1999b;Roelofs, 1997; Dell, 1986; Shattu
k-Hufnagel, 1987; Ma
Kay, 1987), ii) fully spe
ifyall featural information (Wheeler and Touretzky, 1997), or iii) spe
ify only non-default features (Levelt, 1989; Stemberger, 1991). The 
urrent proposal hypothe-sizes that featural information is not retrieved until the arti
ulation stage, but thatfeatural similarity 
an play a role, as des
ribed, at the planning level.Communi
ation disordersMany resear
hers and 
lini
ians have stressed the usefulness of 
omprehensive modelsin the study of 
ommuni
ation disorders (e.g. Van der Merwe, 1997; Ziegler, 2002;M
Neil et al., 2004). At present, however, models of spee
h produ
tion have largelybeen unable to shed light on disorders su
h as apraxia of spee
h (AOS) be
ause"theories of AOS en
ounter a dilemma in that they begin where the most powerfulmodels of movement 
ontrol end and end where most 
ognitive neurolinguisti
 modelsbegin" (Ziegler, 2002). The GODIVA model is the �rst step in an attempt to bringthe DIVA model (the �model of movement 
ontrol�) into a broader neurolinguisti
setting. In doing so, the hope is that 
ommuni
ation disorders su
h as AOS andstuttering 
an be better understood in terms of pathologi
al me
hanisms within themodel. For example, in GODIVA, the symptoms of apraxia of spee
h, parti
ularlygroping and di�
ulty rea
hing appropriate arti
ulations, might be explained by at



147least two me
hanisti
 a

ounts. The �rst possibility is that the motor programs fordesired sounds are themselves damaged. In the model, this amounts to damage tothe Spee
h Sound Map (lateral premotor 
ortex / BA44) or its proje
tions to themotor 
ortex. An alternative explanation 
ould be that these sensorimotor plansare inta
t, but the me
hanism for sele
ting the appropriate plan is defe
tive. Thiswould o

ur in the model with damage to 
onne
tions between the IFS 
hoi
e layerand the Spee
h Sound Map. A major fo
us of future resear
h within this modelingframework should be the 
onsideration of spee
h disorders.Generating experimental predi
tionsAs a 
losing note in the dis
ussion of this model, it is important to realize that,ultimately, almost every model of a system as 
omplex as that 
onsidered here, willeventually be found to have �aws. One of the most useful aspe
ts of any model that
an be simulated under various 
onditions is to generate experimental predi
tions.Through the generation of testable predi
tions the model may be proven invalid,but new proposals will arise from this knowledge that further our understandingof the system. The GODIVA model makes many su
h predi
tions. For example,GODIVA hypothesizes that the set of IFS 
hoi
e layer to Spee
h Sound Map planlayer 
onne
tions implements a sele
tion pro
ess whereby the strength of input to anSSM plan 
ell depends on how strongly the spee
h sound that 
ell 
odes for mat
hesthe 
urrently planned syllable in IFS. This proposal makes the 
orresponding pre-di
tion that when many 
ells in the SSM 
ode for sounds that partially mat
h thesyllable being planned in IFS, the overall a
tivation of the SSM will be larger thanwhen there are few partial mat
hes. More broadly speaking, planning and produ
ingsyllables with dense phonologi
al neighborhoods is predi
ted to result in greater a
ti-vation of the Spee
h Sound Map than planning and produ
ing syllables with sparse



148neighborhoods. This type of predi
tion seems to be readily testable using a 
leverlydesigned fMRI or PET experiment. A 
ontinued program of model development
ombined with experimental neuroimaging is 
ru
ial to better understanding spee
hprodu
tion.



Chapter 4EXAMINING SYLLABLE SEQUENCE PRODUCTIONUSING MAGNETOENCEPHALOGRAPHYThis 
hapter des
ribes preliminary e�orts to examine aspe
ts of syllable sequen
epreparation and produ
tion using magnetoen
ephalography (MEG). This sub-proje
twas motivated by the fa
t that MEG 
an be used to measure neural signals that pro-vide 
omplementary information to those measured with fMRI. Experiments usingmagnetoen
ephalography that involve overt spee
h produ
tion, however, are te
hni-
ally 
hallenging be
ause a
tivation of fa
ial mus
les 
an 
ontaminate measurements.This 
hapter begins with a brief review of MEG and previous MEG studies usingovert spee
h produ
tion. The methodologi
al di�
ulties due to myogeni
 artifa
tsare explored, and these issues are addressed in the present work by re
ording surfa
eele
tromyography (EMG) from fa
ial mus
les 
on
urrently with MEG. This allowsthe time series to be par
ellated into periods of interest demar
ated by, for example,the stimulus onset, the GO signal, and the onset of mus
le a
tivity related to pro-du
tion. The temporal window between the GO signal and the onset of the EMGresponse is of parti
ular interest herein. A novel algorithm is developed to re
overneural sour
es whose estimated a
tivity in a parti
ular frequen
y range provide ameans to dis
riminate between three syllable sequen
e produ
tion 
onditions. Thisalgorithm is applied to data re
orded during passive viewing of visual stimuli as atest-
ase and to data from a spee
h produ
tion task.149



1504.1 Introdu
tion to magnetoen
ephalographyMagnetoen
ephalography (Cohen, 1972) is a non-invasive neurophysiologi
al te
h-nique used to measure magneti
 �elds outside the skull 
aused by 
urrent �ows ingroups of neurons inside the brain1. Su
h magneti
 �elds are extremely small inmagnitude, typi
ally on the order of 10−14 or 10−13 Tesla, many orders of magnitudesmaller than the Earth's stati
 magneti
 �eld or the �elds 
aused by typi
al urbanele
tromagneti
 noise. The measurement of su
h low-amplitude �elds only be
amepossible with the development of the highly sensitive Super
ondu
ting QUantum In-terferen
e Devi
e (SQUID; Zimmerman et al., 1970) following the dis
overy of theJosephson E�e
t in super
ondu
ting materials (Josephson, 1962).In 
ontrast to BOLD fMRI (Ogawa et al., 1992; Kwong et al., 1992), MEG is adire
t measure of neural a
tivity in that the magneti
 �elds dete
ted are instanta-neously related to neural 
urrent �ows through Maxwell's equations. Furthermore,temporal pre
ision is not limited by the slow, delayed blood-�ow response that givesrise to the BOLD signal but instead only by the sampling 
apabilities of the MEGinstrumentation. Magnetoen
ephalography thus 
an provide neurophysiologi
al mea-surements at a high temporal resolution, typi
ally sampling the �eld patterns at ∼1ms intervals. The disadvantages that MEG has 
ompared with fMRI in imagingbrain a
tivity are due to spatial resolution and 
ertainty. These problems are exa
-erbated by the fa
t that magneti
 �elds 
an only be simultaneously measured froma limited number of sensor lo
ations (typi
ally hundreds in modern systems) posi-tioned outside the head; this number is orders of magnitude smaller than the numberof potential neural sour
e lo
ations in the 
ortex. The estimation of spatially lo
al-ized 
urrent sour
es within the brain that give rise to an observed pattern of �eld1A full review of the theory behind magnetoen
ephalographi
 methods is beyond the s
ope ofthis 
hapter. Several ex
ellent review arti
les, however, are highly re
ommended to the interestedreader (Hämäläinen et al., 1993; Baillet et al., 2001; Vrba and Robinson, 2001)



151measurements at the set of MEG sensors (or magnetometers) outside the brain is re-ferred to as the MEG Inverse Problem. Helmholtz (1853) showed over 150 years agothat this kind of problem in the study of ele
tromagnetism has no unique solutionand is, hen
e, ill-posed (Hadamard, 1923).Magnetoen
ephalography is a 
omplementary method to its prede
essor, ele
-troen
ephalography (EEG). While MEG was �rst measured only about thirty-�veyears ago (Cohen, 1972) and systems for measuring whole-brain MEG have only beenavailable sin
e 1992, EEG has been measured for almost eighty years (Berger, 1929).The EEG method requires the atta
hment of surfa
e ele
trodes to the subje
t's headin order to measure ele
tri
 potentials at di�erent lo
ations on the s
alp. These po-tentials are, like the magneti
 �elds measured by MEG, 
aused by 
urrents �owingthrough neural 
ell assemblies. The measurements obtained by EEG and MEG areorthogonally related, and the two methodologies have unique sensitivity distributionsor lead �eld properties (Malmivuo and Plonsey, 1995). MEG has been suggested too�er a higher pra
ti
al spatial resolution 
ompared to EEG; this is be
ause the ele
-tri
al potentials measured with EEG are strongly in�uen
ed by inhomogeneities inthe tissues 
omprising the head, whereas the magneti
 �elds measured with MEGare largely una�e
ted (Hämäläinen et al., 1993).Dete
table MEG and EEG signals are believed to be generated by tens of thou-sands of 
orti
al pyramidal neurons �ring in syn
hrony (Okada, 1993; Murakami andOkada, 2006). The signal arises be
ause these pyramidal 
ells within a pat
h of 
or-tex have api
al dendrites that are roughly oriented in parallel, and in the dire
tionnormal to the lo
al 
orti
al surfa
e tangent. The 
o-a
tivation of many spatially 
lus-tered pyramidal 
ells leads to a spatio-temporal superposition of a
tivity that givesrise to a small, but dete
table, magneti
 �eld. Magnetoen
ephalography is relativelyinsensitive to sour
es oriented radially to the sensors su
h as, in some 
ases, those



152on the 
rests of gyri. The method is, therefore, parti
ularly useful for measuringa
tivity within and surrounding 
orti
al sul
i.4.1.1 Temporal 
omponents of MEG / EEGTraditionally, MEG and EEG analyses have relied upon the time-lo
king of neuralresponses to parti
ular stimuli or internal events a
ross experimental trials. Evokedresponses 
an be observed at 
hara
teristi
 delays relative to sensory stimulation.For example, visual evoked potentials (VEPs) or visually evoked �elds (VEFs) 
anbe re
orded with EEG or MEG, respe
tively, by stimulating a subje
t's visual systemwith a high 
ontrast image su
h as a bla
k and white 
he
kerboard pattern. Averagedover many presentations, the resulting measurements show a stereotyped responsebeginning approximately 80-100 ms after the onset of the visual stimulus, 
orrespond-ing to the time of a
tivation of the primary visual 
ortex (e.g. Ahlfors et al., 1992).In addition to responses that are time-lo
ked to sensory stimulation, 
hara
teristi
temporal responses have been shown to reliably arise due to higher-level pro
essessu
h as expe
tation of a parti
ular stimulus or de
ision-making. These �ndings haveled to a large �eld of study of the responses related to parti
ular events (e.g. event-related ele
tri
 potentials or ERPs, or event-related magneti
 �elds, ERFs; Rugg andColes, 1997; Hillyard and Kutas, 2002). Studies of su
h event-related responses tendto rely on averaging the responses over tens or hundreds of trials to improve thesignal to noise ratio and thus reveal the response.In studies of spee
h and language, one su
h typi
al response, the M170, appearsbilaterally over the temporal-o

ipital region sensors approximately 150-200 millise
-onds after the onset of a visually presented word and is asso
iated with letter-stringpro
essing (Tarkiainen et al., 1999). Later 
omponents are also 
onsistently foundto be related to the pro
ess of word re
ognition. Su
h responses have been shown to



153vary, for example, with sub-lexi
al frequen
y or lexi
al neighborhood (e.g. Pylkkänenand Marantz, 2003). Studies of this type are of great interest in terms of languageformulation and 
omprehension, but have to date provided little insight into thepro
esses behind organizing and produ
ing sequen
es of spee
h sounds.4.1.2 Spe
tral 
omponentsThe frequen
y 
hara
teristi
s of EEG / MEG re
ordings have also been the subje
tof abundant resear
h. It is believed that the brain 
ontains fun
tional networks thatoperate within intrinsi
 frequen
y bands de�ned by neural 
ir
uitry and 
ell proper-ties. For example, a
tivity in the α-band (∼8 � 12 Hz) appears to have a sour
e inthe 
al
arine �ssure that is suppressed when the eyes are open, but whi
h in
reasesos
illations when the eyes are 
losed (Hämäläinen et al., 1993). Spontaneous µ-banda
tivity (∼21 Hz) over the sensorimotor regions is damped by motor a
tivity su
has 
len
hing the �st (Tiihonen et al., 1989). The dampening or strengthening ofele
tromagneti
 os
illations due to a stimulus or a
tion is termed event-related syn-
hronization or desyn
hronization (Pfurts
heller and Lopes da Silva, 1999). Re
entresear
h has additionally shown that in
reased a
tivity in parti
ular frequen
y bandsmight be used for en
oding stimuli in working memory tasks (e.g. Jensen and Tes
he,2002; Jensen et al., 2002; Leiberg et al., 2006).4.2 Previous spee
h produ
tion studies using MEG / EEGSeveral previous studies have investigated evoked magnetoen
ephalographi
 signalsduring pi
ture naming tasks (e.g. Salmelin et al., 1994; Levelt et al., 1998; Söröset al., 2003). Levelt et al. (1998) 
ondu
ted an overt pi
ture naming study in order toexplore the time 
ourses of MEG signals hypothesized to 
orrespond to the 
on
eptualpro
esses spe
i�ed in the Nijmegen Model (Levelt, 1989; Levelt et al., 1999b). Using



154a multiple dipole sour
e analysis (see Se
tion 4.2.2), they found that, generally, thea
tivation of sour
es progressed from o

ipital areas for early visual pro
essing toparietal and middle temporal areas for phonologi
al 
ode retrieval to left inferiorfrontal gyrus and left mid-superior temporal gyrus for phonologi
al en
oding. Modelpro
esses were delineated using time windows relative to stimulus onset determinedon the basis of various previously measured 
hronometri
 data sets. The study didnot in
lude an examination of MEG signals following the a
tivation of a voi
e key(indi
ating the start of the subje
t's a
ousti
 response), but the authors suggestedthat the immediately pre
eding interval (of approximately 150 ms) 
ould be used toprobe �phoneti
 and arti
ulatory pro
essing.� This, however, is problemati
, be
ausethe onset of mus
le a
tivity 
an pre
ede the onset of a
ousti
 responses by up tohundreds of millise
onds, and these mus
le a
tivations 
an strongly 
ontaminate theMEG re
ordings (see Se
tion 4.2.1).Despite these 
on
erns, the temporal pattern of a
tivations observed in the pi
turenaming task des
ribed by Levelt et al. (1998) is generally 
onsistent with hypothesesabout fun
tional roles for 
orti
al regions a
tivated in the fMRI study dis
ussed inChapter 2, and with the hypotheses of the GODIVA model (Chapter 3). These re-sults, however, do not address how stimuli that are di�erentiated by some measure ofplanning 
omplexity might eli
it di�erent time 
ourses or di�erent time or frequen
yresponse signatures in parti
ular regions of the brain. This parti
ular question, todate, appears not to have been addressed using magnetoen
ephalography.Kuriki et al. (1999) measured simultaneous MEG and EMG from subje
ts pro-du
ing a list of numbers. In this paradigm, subje
ts 
ounted 
overtly, pa
ed by ablinking LED (light-emitting diode), beginning at �one.� At a random time betweenthe fourth and eighth number, another 
ue was given that informed subje
ts to pro-du
e the next number overtly. This pro
edure was suggested to aid in the time



155alignment of brain pro
esses relevant to produ
tion. A broad MEG response wasobserved, beginning approximately 100 ms prior to EMG perioral mus
le a
tivation,that was lo
alized roughly to the left superior insular 
ortex.In a series of studies, Riita Salmelin and 
olleagues have examined overt spee
hmovements (although, in some 
ases, without phonation) using MEG (Salmelin et al.,2000; Salmelin and Sams, 2002; Saarinen et al., 2006). Salmelin et al. (2000) 
on-du
ted a group study of single word produ
tion involving both �uent speakers andindividuals who stutter. In normal speakers, a sequen
e of sour
e a
tivity was ob-served originating in left inferior frontal regions and advan
ing to the left lateral
entral sul
us and dorsal premotor 
ortex within approximately 400 ms of stimulusonset. In individuals who stutter, a
tivity was lo
alized in motor 
ortex prior toa
tivation of the inferior frontal gyrus, suggesting possible abnormal motor prepara-tion for spee
h. Spee
h-related suppression of a 20-Hz rhythm asso
iated with motor
orti
al a
tivity was observed bilaterally in both groups, but was right-hemispheredominant in the stuttering group and left-lateralized in �uent speakers. This 20-Hzsuppression phenomenon was again studied by Salmelin and Sams (2002) who 
om-pared silent spee
h produ
tion to non-verbal lip and tongue movements. This studyrevealed a left-lateralized post-suppression rebound (event-related syn
hronization)of 20-Hz a
tivity in motor 
ortex following single word utteran
es, 
ompared with aless fo
al and less lateralized rebound for non-verbal movements. Finally, several re-lated results were reported by Saarinen et al. (2006). In parti
ular, it was noted that16-24-Hz suppression lo
alized to the fa
e area of motor 
ortex was tied to the onsetof a visual stimulus and not to the onset of movement. Left hemisphere suppres-sion pre
eded right, even for non-spee
h movements. Furthermore, the magnitudeof 20-Hz suppression and rebound was related to the 
omplexity of the movementsperformed, with greater modulation for sequen
es of non-spee
h gestures or for pseu-



156dowords than for words, and with greater modulation for movement sequen
es thanfor single movements in isolation. Finally, as observed by Salmelin and Sams (2002),20-Hz modulation was lo
alized to a more fo
al area of the motor 
ortex for spee
hmovements than for non-spee
h movements. Salmelin and Sams (2002) suggestedthat the 20-Hz event-related syn
hronizations and desyn
hronizations are only ob-served along the 
entral sul
us, so this method 
annot address higher-order spee
hor language pro
essing areas. It is important to note that in ea
h of these studies,the issue of possible fa
e-mus
le artifa
ts (see Se
tion 4.2.1) was disregarded, withthe suggestion that orofa
ial mus
le signals operate outside the frequen
y range ofinterest (
orresponding to the desyn
hronization frequen
y band; 16-24 Hz).While still more experiments involving overt spee
h produ
tion with MEG havebeen reported in the literature, these tend to address resear
h questions outside ofthe fo
us of the present proje
t, in
luding auditory 
orti
al a
tivations during self-produ
ed spee
h (Gunji et al., 2000, 2001; Houde et al., 2002; Heinks-Maldonadoet al., 2006) or the 
ontrol of fundamental frequen
y in vowel-like utteran
es (Gunjiet al., 2003). The present study sought to determine whether or not magnetoen-
ephalography would be useful to reveal spe
i�
 neural signatures related to planningsimple non-lexi
al syllable sequen
es of di�ering 
omplexity. While Saarinen et al.(2006) observed some 
hanges in the modulation of µ-rhythms in motor 
ortex due tospee
h sequen
e 
omplexity, the above question appears not to have been addressedsystemati
ally and a
ross the entire spee
h produ
tion network using MEG or EEG.4.2.1 Artifa
ts due to spee
h-related movementsResear
hers have attributed ele
tri
al potentials and/or magneti
 �elds re
ordedextra-
ranially during spee
h produ
tion to 
orti
al a
tivity sin
e at least 1967 (Ertland S
hafer, 1967; S
hafer, 1967). Only shortly after these initial publi
ations, it



157was realized that potentials generated outside the brain, parti
ularly from the fa
ialmus
ulature, 
ould easily have been mistaken as having 
orti
al origin; this led to apublished retra
tion of Ertl and S
hafer's �ndings (Ertl and S
hafer, 1969). M
Adamand Whitaker (1971), several years after Ertl and S
hafer, published results suggest-ing a slow, left-lateralized potential pre
eding spee
h at ele
trode sites near Bro
a'sarea and left premotor 
ortex. Shortly afterward, that study too, was 
riti
ized onthe basis that the data 
ould also be explained by artifa
ts 
aused by a
tivation ofthe spee
h mus
ulature (Morrell and Huntington, 1971; Grabow and Elliott, 1974).Szirtes and Vaughan (1977) published a summary of simultaneously a
quired ele
-tri
al re
ordings taken from 
ranial (using EEG) and fa
ial (using surfa
e EMG)lo
ations prior to and during overt spee
h. Their analysis of re
ordings from theirown laboratory led these authors to suggest that:�the results reported here lend strong support to suggestions that s
alpre
orded spee
h-related potentials either represent a
tivity of solely ex-tra
ranial origin or are heavily 
ontaminated by su
h a
tivity (Szirtesand Vaughan, 1977, p. 391).�This 
on
lusion was based on three key �ndings: i) ele
tri
al potentials re
ordedover frontal lo
ations showed substantial morphologi
al 
hanges with 
hanges in theutteran
e; ii) maxima in potential distributions overlaid the lower fa
e region withobserved polarity inversions near the mouth region; and iii) observed �spee
h-related�potentials showed similar form and distribution to those observed during non-spee
hmouth movements.Despite eviden
e that EEG re
ordings during spee
h arti
ulation (in
luding ashort period prior to vo
alization that involves mus
le a
tivation) 
an be highly 
on-taminated due to mus
le a
tivations, some resear
hers have 
ontinued to publish�ndings obtained from re
ordings during this problemati
 time period. Salmelin and



158Sams (2002) and Saarinen et al. (2006) provide results of MEG studies in whi
hdata were measured 
on
urrent with movements of the lips and tongue. The issueof 
ontamination of the MEG from mus
le a
tivation is negle
ted, relying on an as-sumption that if the data are high-pass �ltered (above ∼16 Hz in these studies), then�mouth movement artefa
ts are negligible (Salmelin and Sams, 2002, p. 83).� Despitethis 
laim, mu
h data suggests that EMG signals due to fa
ial mus
le a
tivity havebroad frequen
y distributions, with substantial power at frequen
ies well above su
h
uto� frequen
ies (e.g. van Boxtel, 2001; Gon
harova et al., 2003). A re
ent study,for example, demonstrated that a
tivity due to tongue mus
le a
tivation 
ontributedto MEG re
ordings in the 25-70 Hz band (Furlong et al., 2004).In the preliminary study presented here, the problem of fa
ial mus
le a
tivity
ontaminating the MEG signal was 
onsidered 
arefully. It was determined thatthe best approa
h was to measure simultaneous EMG from relevant fa
e mus
les,and to dis
ard the portion of the time series following initial mus
le a
tivation.This de
ision followed unsu

essful e�orts to apply blind sour
e separation withindependent 
omponent analysis to separate mus
le a
tivity from 
orti
al a
tivity(Vigário et al., 1998; Hyvarinen and Oja, 2000). The di�
ulty with su
h te
hniqueswas in identifying whi
h of N separated 
omponents were related to mus
le andwhi
h were related to 
orti
al a
tivity; without a model of mus
le artifa
ts, su
hde
omposition te
hniques were extremely subje
tive. By analyzing only the period oftime up to EMG onset in ea
h trial, questions regarding ongoing arti
ulatory 
ontrol
ould not be addressed, but questions related to spee
h planning were a

essiblewithin the 
ontext of a typi
al spee
h produ
tion task (as opposed to, for example,
overt spee
h tasks).



1594.2.2 Sour
e estimation methodsMany methods for estimating lo
alized 
omponents (in time or frequen
y) observedin MEG sensor measurements have been proposed. It is beyond the s
ope of this
hapter to des
ribe these in detail, but the basi
s are dis
ussed brie�y here.The MEG forward problem, whi
h solves for the magneti
 �eld pattern produ
edat the magnetometers for a known sour
e distribution, is straight-forward, but 
an beimplemented with varying degrees of 
omplexity and a

ura
y (Mosher and Leahy,1999). In pra
ti
e the solution to the forward model yields a lead �eld matrix thatrepresents a linear transformation that maps a ve
tor in sour
e spa
e into a ve
torin sensor spa
e.All inverse methods make use of su
h a forward model. The simplest methods,equivalent 
urrent dipole methods, assume either one or a small number of fo
aldipolar sour
es are assumed to be responsible for the entire observed �eld pattern.These methods attempt to �nd the lo
ation and orientation of the sour
e(s) thatminimize (typi
ally in a least-squares sense) the dis
repan
y between the observedsensor data and the sensor data predi
ted from the forward model. Imaging methodsprovide magnitude estimates for many �xed dipoles distributed densely in the sour
espa
e. Su
h methods typi
ally require a more pre
ise head model than do equivalent
urrent dipole pro
edures in order to spe
ify the dipole lo
ations, whi
h are usuallypla
ed along a re
onstru
ted 
orti
al surfa
e grid 
reated from an MRI s
an of thesubje
t's brain (e.g. Dale and Sereno, 1993). Due to the ill-posedness of the MEGinverse problem, these methods require the addition of 
ertain a priori assumptionsto arrive at a unique solution. Most 
ommonly used algorithms seek to minimizethe L2- or L1-norm of the resulting 
urrent estimate (minimum-norm or minimum-
urrent estimates).Spatial �ltering or beamforming methods e�e
tively 
ir
umvent the biomagneti




160inverse problem by applying data-driven spatial �lters to the sensor measurements.These �lters, derived from the lead �eld matrix, are designed to pass signals froma lo
ation of interest in sour
e spa
e, and to blo
k signals from other lo
ations.Various formulations for designing su
h spatial �lters have been proposed (van Veenet al., 1997; Robinson and Vrba, 1999; Sekihara et al., 2001, 2002). Estimation of a
orti
al sour
e, then, is simply a matter of applying the appropriate linear �lter tothe observed sensor data. In the method developed in this 
hapter, a very simplespatial �ltering approa
h is utilized.4.3 Materials and methods4.3.1 Subje
tOne right-handed adult Ameri
an English speaker (male, 25 years old) with no his-tory of neurologi
al, spee
h, language, or hearing problems parti
ipated in this study.Several related pilot sessions involving additional subje
ts were also 
ondu
ted butare not reported here.4.3.2 Experimental proto
olThe subje
t parti
ipated in two experiments: one �baseline� experiment involvingsimple visual stimulation and one spee
h produ
tion experiment involving overt pro-du
tion of sequen
es of nonsense syllables. In both experiments, task-relevant stim-uli as well as digital �triggers� sent to the MEG re
ording 
hannels (see below) weredelivered using the DMDX Version 3 software pa
kage (Forster and Forster, 2003).Stimuli were presented visually on an approximately 18 
m × 18 
m proje
tion s
reenlo
ated approximately 24 
m from the subje
t's head.



1614.3.3 Visual baseline stimuliTwo experimental runs were performed using a visual evoked �eld paradigm. High-
ontrast 
he
kerboard patterns were rapidly presented on the proje
tion s
reen, ea
hfor a duration of 1000 ms followed by a blank s
reen for 500 ms, resulting in anoverall inter-stimulus interval (ISI) of approximately 1.5 se
onds. Stimuli 
onsistedof full dis
-shaped 
he
kerboard patterns and hemi-dis
 patterns presented on onlythe left or right portion of the visual display. The ba
kground pattern was a solidmedium-intensity gray. Ea
h run 
onsisted of the presentation of 100 total stimuli.Due to a te
hni
al problem involving trigger 
hannels, however, only 40 right-�eldand 80 full-�eld 
he
kerboard trials (see Figure 4·1) 
ould be used in the analysis.

Figure 4·1: Right-�eld (left �gure) and full-�eld (right �gure) 
he
ker-board stimuli used for visual baseline trials. The stimuli were pre-sented randomly, for a duration of approximately 1.0 s, with a 1.5 sinter-stimulus interval.
4.3.4 Syllable sequen
e stimuliStimuli used during the spee
h produ
tion task 
onsisted of one-, two-, or three-syllable sequen
es presented orthographi
ally on the proje
tion s
reen. All syllableswere of the simple CV (
onsonant-vowel) syllable stru
ture; vowels were sele
ted



162pseudo-randomly from {/a/,/i/,/u/,/�/} with the 
ondition that no vowel was re-peated in a single stimulus (that is, in a three-syllable stimulus, the three vowels wereunique). Consonants for the initial syllable in a sequen
e were labials 
hosen from{/b/,/m/,/v/}; these labial 
onsonants were 
hosen following pilot sessions, whi
hshowed that EMG 
ould be used to provide reliable estimates of movement onsetfor these sounds (see EMG details below). The 
onsonant phonemes in non-initialsyllables were 
hosen from {/d/,/g/,/k/,/t/}. Again, no 
onsonant appeared twi
ewithin a single stimulus. Trials were similarly formatted to those utilized in the 
or-responding fMRI experiment (Chapter 2; Bohland and Guenther, 2006), although alltrials herein were GO (overt produ
tion) trials and the inter-stimulus interval wasmu
h redu
ed2. Spe
i�
ally, a single trial began with the visual presentation of thestimulus, 
hosen randomly from the three 
onditions. The stimulus was proje
ted for2.5 se
onds and then repla
ed by a white 
ross. The subje
t was instru
ted to �xateon the white 
ross without blinking. After a random interval (uniformly 
hosen from0.5 to 2.0 se
onds), the white 
ross 
hanged 
olor slightly, to a light gray3. Thisinstru
ted the subje
t to immediately vo
alize the most re
ently presented stimulus.The subje
t was instru
ted to refrain from fa
ial or head movements throughout theexperiment, and to avoid eye blinks in the interval between stimulus onset and the
ompletion of produ
tion of ea
h stimulus. The subje
t was given an opportunity toblink and/or swallow following produ
tion and was instru
ted to return to a neutralmouth position with the jaw 
losed but not 
len
hed before the start of the nexttrial.2In fMRI trials, it was ne
essary to have a long inter-stimulus interval in order to 
apturethe delayed hemodynami
 response to that event and to allow the response to de
ay before thepresentation of the next stimulus. In MEG there is no delay asso
iated with measurements; rather,the magneti
 �elds measured re�e
t simultaneously o

urring neural a
tivity.3The use of a more subtle visual 
hange to indi
ate the GO signal in the MEG trials as 
omparedto fMRI trials was designed to redu
e the visual onset response in MEG whi
h was not of interestin the study and threatened to overwhelm the MEG signals re
orded following GO.



163During ea
h trial, two �trigger� signals were sent to two di�erent MEG re
ord-ing 
hannels, one syn
hronous with the onset of the visual stimulus (the syllablesequen
e), and the other syn
hronous with the appearan
e of the GO signal. Thesewere used o�-line for segmenting the trial data.4.3.5 Data a
quisitionMEG measurements were a
quired using a 160-
hannel whole-head axial gradiometer(with 50 mm baseline) system (Kanazawa Institute of Te
hnology, Japan) lo
ated atthe Massa
husetts Institute of Te
hnology. The system is a re
umbent setup with a�xed dewar (the helmet that 
ontains the SQUIDs) and sits within a magneti
ally-shielded room (MSR; Va
uums
hmelze, Hanau, Germany) with a
tive magneti
 noise
an
ellation. Three measurement 
hannels were used as referen
e sensors for addi-tional o�ine noise redu
tion (see Se
tion 4.3.7).All measurements (in
luding MEG, referen
e, trigger, and EMG 
hannels) weresampled at 1 kHz and �ltered online with a low-pass �lter with 
uto� at 200 Hz, anda band-stop �lter with not
h at 60 Hz (to eliminate ele
tri
al noise). The analogsignals were digitized using a 12-bit analog to digital 
onverter (Eagle Te
hnology,Cape Town, South Afri
a). Five �marker 
oils� were a�xed to the subje
t's head.Between experimental runs, a small pres
ribed 
urrent is passed through the marker
oils to be used to lo
alize their positions (and hen
e the subje
t's head position)relative to the lo
ations of the sensors.The subje
t's head shape was digitized using the Polhemus Fastrak DigitalTra
ker (Polhemus, Col
hester, VT) with 3 re
eivers in 
onjun
tion with Lo
atorsoftware (Sour
e Signal Imaging In
., San Diego, CA). Approximately 1000 lo
a-tions on the head surfa
e were sampled using a hand-held stylus. The positions of�du
ial points, marker 
oil lo
ations, and ele
trodes used for surfa
e EMG were also



164re
orded.The subje
t's vo
al responses during the experiment were re
orded using anAudio-Te
hni
a (Tokyo, Japan) ATM10a omni-dire
tional 
ondenser mi
rophonepla
ed in a shielded aperture in the MSR wall. The re
orded audio and MEG mea-surements were syn
hronized by the simultaneous delivery of trigger pulses to spe
i-�ed MEG re
ording 
hannels and to one input of a multi-
hannel stereo mixing devi
e(Behringer Eurora
k MX602A; Behringer International, Willi
h, Germany) used inthe audio re
ording setup. The merged audio and trigger signals were digitized andre
orded on a notebook 
omputer (Dell, In
., Round Ro
k, TX).In the spee
h produ
tion experiment, 9 mm tin 
up surfa
e ele
trodes (Ele
tro-Cap International, In
., Eaton, OH) were used to measure ele
troo
ulogram (EOG)and ele
tromyographi
 (EMG) signals from the fa
e mus
ulature. Spee
h-relatedEMG Signals were re
orded from the orbi
ularis oris and temporalis mus
les onthe left. Signals were ampli�ed using an ele
tri
ally isolated 24-
hannel bioele
tri
ampli�er (SA Instrumentation Co., En
initas, CA) and sampled and re
orded simul-taneously with the MEG measurements.4.3.6 EMG signal analysisEMG signals were �ltered using a 2nd order Butterworth bandstop �lter with not
hat 60 Hz then a 5th order bandpass Butterworth �lter with low frequen
y 
uto�at 20 Hz and high frequen
y 
uto� at 400 Hz. They were then full-wave re
ti�edand smoothed using a median �lter with sliding window of length 7 ms (7 samples).Finally, signals were integrated over a moving 40 ms window.The mean EMG signal from a 150 ms baseline period was extra
ted in ea
h trial.An onset was dete
ted when the mean value of the pro
essed EMG signal a
ross asliding 30ms window ex
eeded 3 times this baseline mean. Similar pro
edures have



165been applied elsewhere (see, e.g. Hodges and Bui, 1996). Trials with rea
tion timesof less than 100 ms were 
onsidered outliers and were removed from the analysis.The EMG re
ordings from the orbi
ularis oris (lower lip) mus
le were found to bethe most reliable indi
ators of movement for the parti
ular labial 
onsonants beingprodu
ed, and thus were used as the EMG 
hannel of interest for determining mus
lea
tivation onsets.4.3.7 MEG signal prepro
essingA noise redu
tion algorithm, the Continuously Adjusted Least-Squares Method(CALM; Ada
hi et al., 2001) was applied to all MEG data. This method removeslow frequen
y noise by eliminating 
orrelations between three orthogonal referen
e
hannels lo
ated away from the subje
t's brain and the data 
hannels.Following noise redu
tion, time series for ea
h MEG sensor were extra
ted fromea
h trial; these series were de�ned as the raw signals between the GO signal andthe estimated EMG. Be
ause the subje
t's rea
tion time varied from trial to trial,the length (in time) of these extra
ted series also varied. Data analysis was thusperformed in the frequen
y domain.The series from ea
h sensor and ea
h trial were multiplied by an L-point Hanningwindow, where L is the length of the extra
ted time series (in millise
ond samples)for that trial. The windowed time series were then transformed into the frequen
ydomain using the Dis
rete Fourier Transform (DFT). Components above 200 Hz (thelow-pass 
uto� frequen
y for the data a
quisition �lter) were dis
arded. Only themagnitudes of the resulting frequen
y 
omponents were used in the analysis.



1664.3.8 Head modelA high-resolution stru
tural MR s
an (T1-weighted, 128 sagittal images, 256 × 256matrix, 1 mm2 in-plane resolution, 1.33 mm sli
e thi
kness, TR=2530 ms, TE=3.3ms, �ip angle 9°) was a
quired using a Siemens 3 Tesla Trio s
anner. Freesurfer(Dale et al., 1999; Fis
hl et al., 1999) was used to extra
t the outer skull surfa
e andboth pial and white matter 
orti
al surfa
es. A new 
orti
al surfa
e was 
onstru
ted
orresponding to the midpoint between the two 
orti
al surfa
es4. This surfa
e wasused to generate the biomagneti
 forward model.Three distin
t 
oordinate frames must be 
oregistered prior to the 
onstru
tionof the forward model. These 
oordinate frames are given by:1. The subje
t's MRI s
an / 
orti
al re
onstru
tion,2. The subje
t's digitized head shape,3. The lo
ations of the magnetometers in the dewar.The latter two frames were realigned by solving for the optimal (in a least-squaressense) parameters of a rigid-body transformation that brings the positions of themarker 
oil lo
ations in the digitizer 
oordinate frame into alignment with the esti-mated lo
ations of the markers in the sensor 
oordinate frame. The MRI 
oordinatesystem is then brought into alignment with the sensor 
oordinate frame by the useof an intera
tive surfa
e-mat
hing tool that attempts to minimize the disparity be-tween the surfa
e de�ned by the subje
t's digitized head shape and the subje
t'sskull surfa
e extra
ted from MRI (e.g. Kozinska et al., 2001). The 
orti
al surfa
eis then �brought along� by applying the a�ne transformations. Figure 4·2 shows asample result of the realignment pro
ess.4Previous experien
e in our laboratory has shown that this gray-white �midpoint� surfa
e tendsto provide a better forward model that either the gray or white matter surfa
e.
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Figure 4·2: Example of surfa
e-based alignment of 
oordinate framesfrom stru
tural MRI spa
e, head digitizer spa
e, and MEG systemspa
e. Blue dots indi
ate positions at whi
h the head shape was digi-tized; the translu
ent yellow surfa
e �ts these points. The gray meshsurfa
e is a smoothed head shape extra
ted from stru
tural MR forthis subje
t. The large red dots indi
ate the positions of the MEGsensors relative to the subje
t's head.



168The MEG forward model, whi
h 
al
ulates the expe
ted magneti
 �eld atea
h sensor 
aused by a 
urrent sour
e at a parti
ular lo
ation and orien-tation, was 
al
ulated using fun
tions from the BrainStorm software pa
kage(http://neuroimage.us
.edu/brainstorm/). Spe
i�
ally, a sensor-weighted over-lapping spheres approa
h (see Huang et al., 1999) was used to 
al
ulate the lead�eld matrix A. A has dimensions 157 (# of sensors) × 1504 (# of sour
es). The1504 sour
es were lo
ated at verti
es sampled a
ross a de
imated version of the re-
onstru
ted 
orti
al surfa
e des
ribed above. Ea
h 
olumn of A, therefore, maps thea
tivity of a putative 
orti
al sour
e into an expe
ted �eld pattern a
ross the 157SQUID magnetometers.4.4 A novel method for single-trial MEG analysisA new algorithm was developed that utilizes single-trial MEG data (as opposedto averaged data) with the obje
tive of �nding 
orti
al responses that reliably dif-fer a
ross experimental 
onditions. Spe
i�
ally, the algorithm �nds 
orti
al sour
eswhose estimated strengths at a parti
ular time or frequen
y provide a means to dis-
riminate between the designed experimental 
onditions, at a signi�
antly greaterthan 
han
e level. The algorithm 
an be applied in either the time or frequen
y do-main, and simply requires di�erent pre-pro
essing of the sensor data. The details offrequen
y-domain prepro
essing are given in Se
tion 4.3.7. The pro
edures des
ribedwere implemented in MATLAB®.The following spe
i�
ation of the algorithm assumes that there exist M magne-tometers (sensors), N total experimental trials drawn from K di�erent experimental
onditions, and P potential sour
e lo
ations5.5Sour
e lo
ations are equivalent to verti
es sampled in a re
onstru
ted 
orti
al surfa
e for asubje
t. These verti
es are the same lo
ations used to 
al
ulate the biomagneti
 forward model(des
ribed above).

http://neuroimage.usc.edu/brainstorm/


169The algorithm 
omputes a �tness value asso
iated with ea
h potential sour
elo
ation for ea
h parti
ular time or frequen
y interval. The �tness value indi
ateshow strongly the estimated 
ontribution from a 
orti
al sour
e is asso
iated withthe experimental 
ondition labels assigned to ea
h trial. The strength of a 
orti
alsour
e is determined by the proje
tion of the observed sensor data for a parti
ulartime or frequen
y range onto the lead �eld ve
tor for that sour
e. In essen
e, a high�tness value will be assigned to sour
es whose estimated strengths 
luster a

ordingto 
ondition labels; that is, if the estimated strengths are similar for trials of thesame 
ondition, and di�erent from trials of a di�erent 
ondition.Spe
i�
ally, the 
ontribution of the ith sour
e lo
ation to the observed sensormeasurements within a parti
ular time or frequen
y range is estimated for everytrial. The 1 × N ve
tor of these values (for time or frequen
y range τ) is given by:
xi

τ =
ai

′

||ai||
Y (4.1)where ai is the ith 
olumn of the lead �eld matrix A, and Y is an M × N matrix oftime or frequen
y windowed measurements at ea
h sensor for ea
h trial, where:

Y τ
mn =

∑

h

whs
mn
τ+hHere, h indexes the elements of the ve
tor smn 
orresponding to the (time or fre-quen
y) measurements at sensor m during trial n.The �tness of sour
e i over range τ is determined by how well the values in xi

τare asso
iated with the labeling of experimental 
onditions a
ross trials, also a 1×Nve
tor c. To test this 
orresponden
e, xi
τ is sorted by value to obtain the ve
tor x̂τ

i
.The 
ondition labels c are sorted with the same indi
es to obtain ĉ.Then, an empiri
al 
umulative distribution fun
tion (
df; z) is 
al
ulated for this



170sour
e and time or frequen
y range for ea
h experimental 
ondition. This fun
tionis a sum, a

umulated a
ross the sorted 
ondition ve
tor ĉ, su
h that for 
ondition
k:

zk
n+1 =







zk
n, if ĉn 6= k

zk
n + 1, if ĉn = kand zk

0 = 0 for all k. Ea
h of these 
umulative distribution ve
tors is then normalizedto a

ount for di�eren
es in the number of trials per 
ondition.
zk =

zk

max (zk)Finally, a s
alar �tness value for this ith sour
e over range τ , f τ
i , is 
al
ulatedfrom the set of zk ve
tors. This value indi
ates the degree to whi
h the 
umulativedistribution fun
tions are separated from one another. Spe
i�
ally, f τ

i is the maxi-mum Eu
lidean distan
e of a point in R
K de�ned by (z1

n, z2
n, . . . , zK

n

) from a pointde�ned by the 
df mean value in all dimensions:
f τ

i = max
n





√

√

√

√

K
∑

k=1

(zk
n − z̄n)2



This method is similar to pro
edures used in the Kolmogorov-Smirnov (K-S)Test, whi
h 
an be used to determine if two samples were drawn from the samedistribution. Whereas the empiri
al 
umulative distribution fun
tions used in theK-S test are de�ned over the a
tual values in the sample, the analogous 
df's usedhere are de�ned over indi
es.The entire pro
ess des
ribed above is iterated over all P potential sour
e lo
ationsand time or frequen
y ranges of interest, resulting in P �tness values for every timeor frequen
y range. The larger the �tness value for a parti
ular sour
e 
omponent,



171the better that sour
e 
omponent is able to dis
riminate the experimental 
onditions.Figure 4·3 shows a s
hemati
 representation of the algorithm for determining a single�tness value.4.4.1 Statisti
al testsWhile the �tness values f τ
i give a relative idea of how well a sour
e 
omponent isable to provide a measure of dis
rimination between experimental 
onditions, thesevalues have little meaning without a statisti
al framework. The algorithm thus usespermutation tests to obtain P -values for the sour
e 
omponents with high �tness.In order to obtain the required permutation data, the entire algorithm des
ribedabove is repeated many times, but with random permutations of the ve
tor c indi-
ating the 
ondition labels for ea
h trial. For N trials, 
onsisting of the same numberof trials, J = N/K, for ea
h of the K 
onditions, there are N !/ (J !)K possible uniquerelabelings. This number will grow extremely rapidly with the number of trials if

K is small; assessing all relabelings is thus 
omputationally infeasible, so a randomsubset is 
hosen for evaluation. This results in the 
al
ulation of a �tness value ma-trix F for ea
h 
hosen permutation. These matri
es ultimately provide a samplingdistribution of the �tness values that arise under the null hypothesis (i.e. by 
han
e).The �tness values obtained from the 
orre
t 
ondition labeling are then 
omparedwith the distribution of maximum �tness values obtained for the random labelings.A 
orresponding P -value for sour
e i at time or frequen
y range τ is then 
al
ulatedsimply as:
P τ

i =
q

Qwhere Q is the total number of random permutations performed, and q is the num-ber of those permutations for whi
h the maximum �tness value found for time orfrequen
y range τ is greater than the f τ
i found for the 
orre
t labeling.
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Figure 4·3: S
hemati
 depi
tion of the pro
ess of determining the�tness value for a parti
ular sour
e lo
ation over a parti
ular time orfrequen
y window. A spatial �lter determined for ea
h sour
e (bottomleft) is applied to the windowed data from ea
h trial, resulting in Nestimated sour
e strengths for N trials. These values are sorted, andthe sort indi
es applied to the set of 
ondition labels (top right). Fromthe sorted labels, a 
df is 
omputed for ea
h label, and the �tness valueis 
omputed as a measure of maximum distan
e between the 
df's.



1734.5 Results4.5.1 Visual evoked �eldsMEG sensor re
ordings from 120 trials (40 trials using right-�eld 
he
kerboard, 
on-dition label 1; 80 trials using full-�eld 
he
kerboard stimuli, 
ondition label 2) wereanalyzed using the approa
h developed in Se
tion 4.4. The goal of this appli
ationwas to �nd 
orti
al sour
es that reliably responded di�erently over a small timewindow to the right-�eld versus full-�eld 
onditions. Single trial time series wereextra
ted from the onset of the visual stimulus until 250 ms post-onset. Data werebinned by multiplying the time series over a 10 ms window by a 10-point Hanningwindow. The window was then slid a
ross the time series using a 5 ms step size.In order to 
al
ulate statisti
s related to the 
omputed �tness values, 250 additionaliterations of the method were performed using random permutations of the per-trial
ondition labels. Figure 4·4(a) shows the results of this algorithm. Neural sour
eswhose estimated strengths dis
riminated between the two 
onditions were found tobe largely 
lustered (in time) around a 
entral peak in dis
riminability in the tempo-ral window 
entered around 115 ms following stimulus onset. The earliest 
omponentwas found during the time window 
entered at 85 ms post-onset, and this sour
e waslo
ated in the primary visual 
ortex. The largest (signi�
ant) �tness values werefound in the 115 ms post-onset window. Figure 4·4(b) shows a rendering of thelo
ations of the signi�
ant 
omponents found during this time window. Notably,nearly all of the sour
es found by the algorithm were lo
alized in the primary andse
ondary visual 
orti
es, and those that were outside of this region tended to showstrongest dis
riminability between 
onditions later in ea
h trial. Figure 4·4(
) showsall signi�
ant dis
riminatory sour
es, and the time at whi
h ea
h sour
e a
hievedhighest �tness.
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50 ms 100 ms 150 ms 200 ms 250 ms(
)Figure 4·4: (a) Neural sour
e 
omponents (top 32 
omponents ×time windows) re
overed by the algorithm. Only signi�
ant 
ompo-nents (P < 0.01) are shown; that is, the 
olor white at position (x,y)indi
ates the la
k of a signi�
ant yth 
omponent at time window x.Color of signi�
ant entries indi
ates the �tness value. A yellow lineis drawn through the time window 
entered at 115 ms after stimulusonset, the time of the peak �tness value. (b) Renderings of all 32 sig-ni�
ant sour
e lo
ations found at the peak time window. The resultsare rendered on a high-resolution 
orti
al surfa
e for the subje
t. (
)�Glass brain� plot showing the lo
ations of all potential sour
es (gray)proje
ted into ea
h Cartesian plane. Sour
es that dis
riminated 
on-ditions signi�
antly above 
han
e are shown in 
olor and with larger
ir
les. The 
olors of the 
ir
les represent the time at whi
h thatsour
e's �tness value peaked (see 
olor bar).



1754.5.2 Syllable sequen
e produ
tionEMG onsets were estimated using the pro
edures des
ribed above. Subtra
ting thetime of o

urren
e of the GO signal from the estimated time of mus
le a
tivationonset yielded a rea
tion time for ea
h trial. The means and standard deviationsof estimated rea
tion times for ea
h of the three speaking 
onditions are plottedtogether in Figure 4·5. A one-tailed T-test revealed that rea
tion times for both 2and 3 syllable sequen
es were signi�
antly longer than for 1 syllable utteran
es (P <0.001); rea
tion times for 3 syllable and 2 syllable sequen
es were not signi�
antlydi�erent.
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Figure 4·5: Rea
tion time per 
ondition estimated from EMG. A
rosstrial means (bar height) and standard deviations (error bars) are dis-played.
Single trial data from the time period of interest (whi
h varied in number ofsamples from trial to trial) were transformed into the frequen
y domain. Figure 4·6shows the mean (a
ross trials) magnitude spe
tra for ea
h measurement 
hannel.The single trial spe
tra served as inputs to the MEG analysis algorithm des
ribed



176in Se
tion 4.4. Spe
tra from 440 trials, with frequen
y bins of approximately 2 Hzin width were used in the analysis. Figure 4·7(a) shows a frequen
y × rank plot ofthe 
omponents that were determined to signi�
antly di�erentiate the three speaking
onditions.
S
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20 60 100 140 180Figure 4·6: Mean frequen
y-domain response a
ross all trials for thetime period between the GO signal and the onset of mus
le a
tivationas estimated from lip EMG. Ea
h row in the image 
orresponds toa measurement 
hannel. Brighter 
olors indi
ate a higher magnituderesponse. It 
an be seen that the majority of the energy in the signalis at low frequen
ies, below ∼40 Hz.
A band of signi�
ant 
omponents between ∼10 and ∼14 Hz were of parti
ularinterest be
ause this frequen
y range strongly overlapped with high spe
tral densityin the single trial spe
tra (see Figure 4·6). The lo
ations of ea
h of the 
omponentsin this frequen
y range (indi
ated by a green outline in Figure 4·7(a)) are renderedon the subje
t's re
onstru
ted 
orti
al white matter surfa
e in Figure 4·7(b). Themajority of these signi�
ant 
omponents were found to be in the left lateral prefrontal
ortex, in
luding the area around the left inferior frontal sul
us (IFS). Be
ause of
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)Figure 4·7: Results of MEG analysis for syllable sequen
e produ
tion.(a) Components found to dis
riminate between the 1, 2, and 3 syllablesequen
e 
onditions. The plot indi
ates the top 32 
omponents × fre-quen
y, ordered by the estimated �tness value. Components in bla
kwere not signi�
ant in the permutation test; 
omponents in 
olor weresigni�
ant for P < 0.025. (b) Signi�
ant neural sour
e 
omponents inthe ∼10-14 Hz range (those en
losed in the green box in (a)) renderedon the subje
t's re
onstru
ted 
orti
al surfa
e. (
) The mean esti-mated frequen
y response during the time period of interest for ea
h
ondition for a signi�
ant 
orti
al sour
e sele
ted from the left inferiorfrontal sul
us region.



178results obtained using fMRI reported in Chapter 2, the left IFS area was a regionof interest. While the analysis performed indi
ates that the estimated strengths ofthese 
omponents are distributed di�erently a
ross the three speaking 
onditions,it does not ne
essarily imply a rank-ordering of the mean 
omponent strengths that
orresponds to the relative 
omplexity of the 
onditions. Cal
ulating these means forea
h 
ondition, therefore, 
an provide additional information. Figure 4·7(
) showsthe mean estimated frequen
y response of a 
hara
teristi
 
omponent sele
ted fromthe left IFS region of interest. It 
an be seen that in the ∼10-14 Hz frequen
y band,the strength of this sour
e's mean estimated response to ea
h 
ondition follows the
ondition 
omplexity, indexed by the number of syllables in ea
h 
ondition. Severalother 
omponents were found to have signi�
ant dis
riminatory ability; for example,the band of 
omponents at approximately 65 Hz (see Figure 4·6) lo
alized primarilyto the right hemisphere temporal lobe and post
entral gyrus. Be
ause these regionswere not regions for whi
h a priori hypotheses existed, and be
ause the single-trialMEG re
ordings had very little overall energy in these higher frequen
y bands, onlythe low frequen
y (10-14 Hz) 
omponents are dis
ussed presently.4.6 Dis
ussionThis 
hapter presented preliminary e�orts using magnetoen
ephalography with theend goal of fa
ilitating the in
lusion of additional neurologi
al datasets in the study ofsequen
ing in spee
h produ
tion. While previous studies have used MEG to examinespee
h produ
tion, these have tended to fo
us on di�erent aspe
ts of the spee
hsystem. Additionally many previous studies have ignored or not fully addressedpotential problems due to mus
le-related artifa
ts in the MEG re
ordings. Thee�orts presented here led to the development of an algorithm for �nding 
orti
alsour
es with 
omponents in time or frequen
y whose estimated strengths varied along



179with the experimental 
onditions. The algorithm was �rst applied to �standard�measurements of visual evoked �elds, and then applied to data from a single subje
tin an overt syllable sequen
e produ
tion task.4.6.1 Visual evoked �eldsA simple �baseline� experiment was performed to measure visually evoked magneti
�elds. Su
h �elds were �rst reported by Brenner et al. (1975). Typi
al analysesof VEFs involve averaging the sensor signals over tens or even hundreds of trials.Here all analyses were performed using single trial data. In this experiment, thesubje
t viewed either 1) full-�eld or 2) right-�eld only6 bla
k and white 
he
kerboardpatterns (see Figure 4·1. The method used here, when presented with raw7 time series
ontaining 250 samples (250 ms) following stimulus onset, lo
ated neural sour
esrelevant for dis
riminating the two 
onditions primarily between 85 and 150 mspost-stimulus onset, with most sour
es lo
alized to the primary and se
ondary visual
orti
es (see Figure 4·4). This result is 
onsistent with the known data 
on
erningvisual evoked responses, whi
h suggest that the primary evoked response beginsat around 80-100 ms post-stimulus onset (Ahlfors et al., 1992). Furthermore, thealgorithm found more dis
riminatory sour
es in the right hemisphere than in theleft. This is an expe
ted result sin
e the right hemisphere visual 
ortex, whi
hpreferentially pro
esses left visual �eld inputs should show a large di�eren
e betweenright-�eld 
he
kerboard patterns (where there is less left-�eld stimulation) and full-�eld 
he
kerboard patterns (where there is full stimulation of the left visual �eld).It is worth noting that the algorithm did not �nd signi�
ant 
omponents prior to 806Note that the subje
t also viewed left-�eld 
he
kerboard patterns, but due to a te
hni
al prob-lem those trials 
ould not be used.7The data presented to the algorithm were noise-redu
ed using the CALM algorithm (Ada
hiet al., 2001) and low-pass �ltered by the a
quisition system at 200 Hz, but were not additionallypost-pro
essed.



180ms post-onset whi
h might have been 
onsidered false positives. It is also of interestthat, generally, the later (in time) that signi�
ant sour
es rea
hed peak �tness, themore likely they were to be outside the early visual 
orti
es (see Figure 4·4(
)). Thisis 
onsistent with the notion that visual information is pro
essed �rst in the primaryand se
ondary visual 
orti
es, then proje
ted to many additional 
orti
al regionswhi
h might also show a di�erent response that depends on earlier pro
essing. Theresults from this visual evoked �eld experiment provide eviden
e that the methodsdeveloped and utilized herein produ
e results that are 
onsistent with other analysispro
edures and theoreti
al expe
tations, at least for simple tasks.4.6.2 Spee
h produ
tionMagnetoen
ephalography and surfa
e ele
tromyography were used in 
onjun
tion tostudy the brain responses for planning the overt produ
tion of one, two, or threesyllable sequen
es. Be
ause overt spee
h produ
tion involves ele
tri
al a
tivation ofthe fa
ial mus
les, non-
orti
al sour
es 
an strongly in�uen
e the signals re
ordedat MEG sensors (e.g. Szirtes and Vaughan, 1977; Loose et al., 2001; Zimmermanand S
harein, 2004; Furlong et al., 2004). In the present investigation steps weretaken to ex
lude signals re
orded from the period of fa
ial mus
le a
tivation, whilestill allowing the use of a natural overt produ
tion paradigm. This is an important
onsideration be
ause di�eren
es have been found in the neural pro
essing of 
overtspee
h 
ompared to overt spee
h (e.g. Rie
ker et al., 2000a; Munhall, 2001; Shusterand Lemieux, 2005).The time period of interest 
hosen in this analysis was between the onset of theGO signal and the onset of EMG a
tivity re
orded from the orbi
ularis oris mus
le.The duration of this interval was shown to vary systemati
ally with the number ofsyllables being planned, with mean durations between 200 and 250 ms. In
reased



181rea
tion time with in
reasing number of planned elements (or the sequen
e lengthe�e
t on laten
y) is a fundamental predi
tion of the 
ompetitive queuing ar
hite
ture(e.g. Boardman and Bullo
k, 1991), whi
h forms the basis of the GODIVA model(see Chapter 3). The pattern of laten
ies to initiate syllable sequen
e produ
tionas determined by EMG onset, therefore, were 
onsistent with the modeling workpresented here. The time period following the GO signal but prior to initiation of theutteran
e was thought to be an interval in whi
h the spee
h plan would be maintainedin parallel in the 
ortex at the lowest level of representation prior to arti
ulation.Examining earlier intervals, su
h as the time period immediately following stimulusonset, might probe di�erent pro
esses or working memory representations, su
h asthe pro
ess of sensory en
oding of the stimuli. In the GODIVA model, the lowest-level parallel representation of 
ontent (phonemes) is hypothesized to o

ur in theleft inferior frontal sul
us region, and the 
orresponding representation of stru
ture(abstra
t syllable frames) is hypothesized to o

ur in the pre-SMA.The primary question addressed by this preliminary study was whether a smallset of neural sour
es 
ould be found, su
h that these provided a measure of dis-
rimination between the three speaking 
onditions in the time period just prior tothe onset of arti
ulation of the �rst spee
h sound. The GODIVA model predi
tsthat the overall a
tivation level of sour
es in the left IFS and pre-SMA will varyas a fun
tion of the number of elements represented; thus, there should be a largerresponse for the 3-syllable 
ondition than for the 2-syllable 
ondition, and a largerresponse for the 2-syllable 
ondition than for the 1-syllable 
ondition. The analysismethod developed herein was applied to single trial measurements in order to �nd
orti
al sour
es whose estimated strengths provided a means to dis
riminate betweenthe three speaking 
onditions, at a signi�
antly above 
han
e level. The individualtime series were transformed into magnitude spe
tra in the frequen
y domain for



182two reasons: i) time series varied in duration from trial to trial leading to ambiguityas to the optimal pro
edures for temporal alignment, and ii) previous studies havesuggested that power within parti
ular frequen
y ranges 
ovaries with load duringthe maintenan
e of a neural representation, for instan
e in working memory tasks(e.g. Jensen and Tes
he, 2002; Jensen et al., 2002; Leiberg et al., 2006).Analysis of the extra
ted data from a single subje
t revealed dis
riminatory sour
e
omponents with di�erential energy in the approximately 10-14 Hz frequen
y bandthat lo
alized to the left prefrontal 
ortex, in
luding regions in and surrounding theinferior frontal sul
us (IFS). This band of frequen
ies is 
lose to the border of the
lassi
ally de�ned alpha (α) and low beta (β) bands. Several other studies havefound alpha band enhan
ement as a fun
tion of memory load in variations on the
lassi
al Sternberg task using EEG (Klimes
h et al., 1999; Jensen and Tes
he, 2002;Bus
h and Hermann, 2003; S
ha
k and Klimes
h, 2002). Leiberg et al. (2006) founda monotoni
 in
rease in spe
tral amplitude at approximately 13-Hz over right pre-frontal sensors as a fun
tion of memory load in a study of auditory working memoryof spee
h sounds using MEG. This study did not involve a spee
h produ
tion 
om-ponent; rather, subje
ts simply had to report whether or not a probe stimulus (asyllable spoken by a female voi
e) was a member of a set of serially-presented syl-lables heard just previously. This suggests that the left hemisphere 
omponentsrevealed in the present study may represent output 
odes or representations that arepreferentially used when arti
ulation is required, whereas a homologous representa-tion in the right hemisphere might be useful for working memory in non-produ
tiontasks. Interestingly, no 
omponents of interest in the present analysis lo
alized tothe pre-SMA. This 
ould be be
ause all syllables in the stimuli used were of the sameabstra
t frame stru
ture, perhaps requiring similar resour
es even as the number ofitems sharing that stru
tural frame in
reased. It is also possible that the parti
u-



183lar 
hoi
es made in the methodologi
al development throughout this investigationresulted in redu
ed sensitivity to the medial premotor regions.The distribution of the identi�ed sour
es in the left hemisphere prefrontal 
or-tex (shown in Figure 4·7(b)) is quite di�use. This is likely a 
onsequen
e of therather simplisti
 spatial �ltering method used to estimate individual 
orti
al sour
estrengths. Improved spatial resolution is a
hievable by adding a more sophisti
atedbeamforming approa
h, for example, to this estimation step (Barnes et al., 2004).The analysis method des
ribed herein has no dependen
e on a parti
ular 
hoi
e ofspatial �ltering te
hnique. Additionally, the 
al
ulation of the forward model in-
luded the assumption that potential sour
es were oriented in the dire
tion normalto the lo
al 
orti
al surfa
e tangent. Su
h anatomi
al information is useful in 
on-straining the ill-posed MEG inverse problem (Dale and Sereno, 1993). Be
ause,however, only ∼1500 possible sour
es were used, the sampling of the 
orti
al surfa
eis relatively sparse, introdu
ing possible errors in the approximation of surfa
e nor-mals. Hillebrand and Barnes (2003) showed that the introdu
tion of relatively smallerrors in these estimates 
an eliminate the bene�t of using anatomi
al 
onstraints inthe forward model 
al
ulation and 
an introdu
e potentially large errors.In summary, this 
hapter des
ribed preliminary e�orts to apply the te
hnique ofmagnetoen
ephalography to the study of syllable sequen
e planning and produ
tion.By measuring simultaneous EMG during MEG a
quisition, it was possible to par-
ellate the times series into intervals of interest that would not be 
ontaminated bypossible myogeni
 artifa
ts. A method was developed in order to examine the time se-ries trial by trial, with the goal of identifying 
orti
al sour
e 
omponents that showeddi�erential estimated responses a
ross the experimental 
onditions. The algorithmrevealed that, between the time of the GO signal and the onset of arti
ulation, thestrength of left prefrontal a
tivity in the ∼10-14 Hz frequen
y range (high alpha /



184low beta) was related to the number of syllables planned. This is thought to be anMEG 
orrelate of results obtained in a similar task using fMRI (Chapter 2), and tosupport one key predi
tion of the GODIVA model of spee
h produ
tion presented inChapter 3. Finally, it must be emphasized that these results are from a single subje
tand therefore 
annot be 
onsidered to be re�e
tive of the population at large. Still,this 
hapter has outlined a promising approa
h to using MEG to study spee
h pro-du
tion. Further investigation is ne
essary to improve these pro
edures, and moresubje
ts will need to be tested before these results 
an be 
onsidered 
on
lusive.



Chapter 5CONCLUSIONThe 
ombination of well-designed experimental studies using fun
tional neuroimag-ing and the development of neurobiologi
ally realisti
 
omputational models o�ers aframework for extending our understanding of the normal and disordered fun
tion ofthe spee
h produ
tion system. In this dissertation, these methods have been appliedto the study of syllable sequen
ing; that is, how does the speaker represent, orga-nize, and enable the appropriate produ
tion of arbitrary syllable sequen
es from hisor her language? This theoreti
al question, although fundamental in the study ofspee
h produ
tion, has been either negle
ted or addressed with treatments that la
kneurobiologi
al spe
i�
ity or plausibility. Previous pertinent experimental �ndingshave been sparse and in
onsistent, owing perhaps to methodologi
al issues and to ageneral la
k of fo
us on the sequen
ing problem itself.5.1 Summary of 
ontributionsThe fMRI study dis
ussed in Chapter 2 (see also Bohland and Guenther, 2006)provides perhaps the most thorough existing examination of the e�e
ts of variationsin the serial 
omplexity of simple spee
h utteran
es on brain a
tivity during thespee
h produ
tion pro
ess. This investigation utilized a 
ombination of modernimaging pro
edures designed to optimize dete
tion of e�e
ts of interest. Spe
i�
ally,this in
luded the use of sparse event triggered image a
quisition and random (non-185



186blo
ked) stimulus presentation, non-parametri
 statisti
al analyses at the group level,permutation testing that 
ombined both voxel height and 
luster extent into a singlestatisti
al map for ea
h e�e
t of interest, and region-of-interest (ROI) level tests toimprove anatomi
al spe
i�
ity and to test for hemispheri
 lateralization.The results of this experiment showed 
on
lusively that, as an utteran
e thatmust be planned and produ
ed by the speaker be
omes more 
omplex in terms ofits serial 
omposition, a network of 
orti
al and sub
orti
al brain regions, largelyoutside of the network responsible for simple arti
ulation of a spee
h sound, be
omesadditionally engaged. This network in
luded the left hemisphere inferior frontal sul-
us and posterior parietal 
ortex, and bilateral anterior insula and frontal oper
ulum,medial premotor 
orti
es, basal ganglia, anterior thalamus, and 
erebellum. When
ontrasting produ
tion trials with preparation only trials (averaged a
ross all stim-ulus 
onditions), the basi
 spee
h produ
tion network, largely in
luding the regionstreated in the DIVA model (Guenther et al., 2006) as well as the supplementarymotor area, was instead highlighted.Based on these experimental �ndings as well as previously published reports, anew model, GODIVA, was proposed and spe
i�ed that extended the DIVA model toin
lude expli
it parallel planning of forth
oming utteran
es. The modeling of su
hplanning representations was based largely on previous work using the biologi
allyplausible 
ompetitive queuing ar
hite
ture (Grossberg, 1978a,b; Houghton, 1990; Bul-lo
k and Rhodes, 2003). It was hypothesized that the left inferior frontal sul
us region
oded for the 
ontent (e.g. phonemes) of a forth
oming syllable sequen
e, whereasthe pre-SMA 
oded for the abstra
t syllable frames in the utteran
e. This 
omple-mentarity was proposed on the basis of di�ering response pro�les in these regions inthe present fMRI study as well as on the basis of behavioral data from spee
h errorsand previous theoreti
al proposals (see espe
ially Ma
Neilage, 1998). A planning



187loop through the basal ganglia was proposed to 
oordinate a
tivity between thesetwo representations. Finally, it was hypothesized that these phonologi
al represen-tations interfa
e with sensorimotor programs represented in the Spee
h Sound Map
omponent of the DIVA model; simulations showed that this interfa
e is 
apable ofsele
ting appropriate sensorimotor targets for both syllables that are present and notpresent in the model's Spee
h Sound Map.Chapter 4 presented a preliminary investigation using MEG. Magnetoen
ephalog-raphy is an attra
tive tool to investigate spee
h produ
tion be
ause of its high tem-poral resolution relative to fMRI or PET, but presents di�
ulties due to potential
ontamination of measurements due to a
tivation of the fa
ial mus
ulature duringarti
ulation. By measuring surfa
e ele
tromyography of the fa
e mus
les (in parti
-ular the orbi
ularis oris) simultaneously with MEG a
quisition, it was possible toisolate the onset of su
h myogeni
 a
tivity (the onset of arti
ulation) in ea
h trial. Itwas hypothesized that the time period between the GO signal informing the subje
tto overtly produ
e a planned utteran
e and the onset of arti
ulation would 
ontaina small set of 
omponents that would respond di�erentially based on the serial 
om-plexity (in this 
ase the length) of the syllable sequen
e being performed. Usinga novel pro
edure operating on single trial data, it was found that 
omponents inthis time window within the ∼10-14 Hz frequen
y range did exa
tly this, and these
omponents were lo
alized to the left lateral prefrontal 
ortex, 
onsistent with theproposal that the left IFS 
ontains a parallel representation of phonemi
 
ontent inthe forth
oming utteran
e. These results, while preliminary, are informative andunique, and warrant further investigation.



1885.2 Future Dire
tionsThe results presented in this dissertation, while signi�
ant, leave many unansweredquestions regarding how arti
ulatory sequen
es are planned and represented. Evenwithin the 
ontext of the GODIVA model as des
ribed, several topi
s should beaddressed more fully. In parti
ular, synapti
 
onne
tions that are proposed to beadaptive were �hand-wired� in the model. It must be shown, for example, that thesystem 
an learn to form asso
iations between the 
ategori
al phonemi
 representa-tions in the model's left IFS and the parti
ular sensorimotor program representationsin the Spee
h Sound Map that in
lude those phonemes. The representation in IFSwas suggested to arise as a result of per
eptual learning, and thus it may be plausiblethat su
h asso
iations are made as a 
hild a
tivates a developing motori
 program,then 
ategorizes the sounds that (s)he has just produ
ed. To this end, it appearsbene�
ial to model the learning of these synapti
 weights in the broader 
ontext ofneurolinguisti
 development.While the model des
ribed has been based largely on observations from fMRI,it has not been pre
isely �t to the BOLD responses obtained in the experimentdes
ribed in Chapter 2. Su
h a �t 
ould be obtained by 
onvolving the responsesof the model's 
omponents with an idealized hemodynami
 response fun
tion asdes
ribed in Guenther et al. (2006) and 
omparing the resulting �syntheti
 BOLDresponses� a
ross simulations that re�e
t the same speaking 
onditions as those usedin the experiment. Su
h a 
omparison would help to validate the model as presentlyformulated. In addition this dissertation has presented data from spee
h error andrea
tion time studies, whi
h proved bene�
ial in making design 
hoi
es for the model.However, these ri
h data sets must now be explained by the model. A thoroughtreatment of the patterns observed in normally o

urring slips of the tongue andof observations from rea
tion time studies will inevitably lead to modi�
ations and



189extensions to the present formulation of GODIVA.The problem of sequen
ing spee
h sounds for produ
tion should also 
onsiderissues related to timing and prosody. At present, GODIVA only expli
itly representsorder but not pre
ise timing or temporal relationships between, for instan
e, indi-vidual syllables. Speakers are, of 
ourse, readily 
apable of modulating the rate andrhythm of their overt produ
tions, as well as, for example, stress patterns a
ross aphrase. The basal ganglia and their 
onne
tions with the medial premotor 
orti
eshave been frequently impli
ated in the regulation of motor timing (e.g. Harringtonand Haaland, 1998; Ivry, 1996; Ma
ar et al., 2002). To the extent that timing isa property of produ
tion that 
an be regulated independently of the spee
h soundsbeing produ
ed, it is not surprising that su
h 
ontrol pro
esses would be regulated bythe same or similar 
ir
uits as those hypothesized to 
ontrol stru
tural frames. Oneor more additional neuroimaging experiments is likely ne
essary to help elu
idate thepre
ise lo
alization of su
h me
hanisms in the produ
tion of syllable sequen
es.A more 
omprehensive model of the representations of sequen
es of spee
h soundsand the interfa
e between these representations and the arti
ulatory system mustalso in
lude the treatment of additional brain regions. In the experiment des
ribedin Chapter 2, for example, the superior parietal 
orti
es, anterior insula, and infe-rior right 
erebellum exhibited task-relevant modulations in a
tivity that 
annot bea

ounted for by the present GODIVA model. Possible me
hanisti
 roles for theseareas were dis
ussed in Chapter 2, but it is likely that further experimentation willbe required to validate these hypotheses.An espe
ially important future dire
tion for resear
h based upon the GODIVAmodel is in developing models of the disordered spee
h system. Several resear
hershave stressed the importan
e of uniting neurolinguisti
 models with models of spee
hmotor 
ontrol in helping to understand disorders su
h as apraxia of spee
h and stut-



190tering. The GODIVA model appears to be among the best suited existing models formaking 
ontributions to this area of study. It was noted in Chapter 3 that spe
i�
damage to GODIVA (through the addition of noise or destru
tion of 
ells or 
onne
-tions) will lead to spe
i�
 problems in produ
tions. It is of great interest to explorehow su
h simulated disorders 
an be related to observations in real patients. Onesu
h 
omputational study is 
urrently in progress (Oren Civier, personal 
ommu-ni
ation), spe
i�
ally investigating how manipulations to the model's basal ganglia
ir
uits might lead to stuttering behavior (
f. Alm, 2004). Proje
ts of this naturewill likely lead to experimental hypotheses about 
lini
al populations, whi
h 
an inturn also be tested using neuroimaging.Finally, in 
ontinuing the 
ombined experimental and 
omputational approa
h
hampioned here, it would be bene�
ial to explore additional methods for analyzingthe resultant fun
tional MRI and/or MEG data sets. In parti
ular, 
ovarian
e-basedestimation pro
edures 
an be used to estimate e�e
tive 
onne
tivity between brainregions (e.g. M
Intosh and Gonzalez-Lima, 1994; Horwitz et al., 2001; Friston et al.,2003; Harrison et al., 2003). Rather than modeling the responses of ea
h brain region(or voxel) independently, su
h methods assess the fun
tional integration of a networkof intera
ting regions. This allows the experimenter to test aspe
ts of a model thatgo beyond simple questions of whether a region should, for example, be more a
tivein Task A than in Task B. Instead, given a network of intera
ting regions de�nedby a well-spe
i�ed model, one 
an determine whi
h pathways drive a
tivation in aparti
ular region, and how the relevant pathways 
hange as experimental 
onditions
hange. The framework provided by a 
omputational model will help greatly to fo
ussu
h resear
h questions.
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