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Abstract One key source of uncertainty for weather and climate models is structural uncertainty arising
from the fact that these models must simplify or approximate complex physical, chemical, and biological
processes that occur in the real world. However, structural uncertainty is rarely examined in the context of
simulated effects of anthropogenic heat flux in cities. Using the Weather Research and Forecasting (WRF)
model coupled with a single‐layer urban canopy model, it is found that the sensitivity of urban canopy air
temperature to anthropogenic heat flux can differ by an order of magnitude depending on how anthropogenic
heat flux is released to the urban environment. Moreover, varying model structures through changing the
treatment of roof‐air interaction and the parameterization of convective heat transfer between the canopy air and
the atmosphere can affect the sensitivity of urban canopy air temperature by a factor of 4. Urban surface
temperature and 2‐m air temperature are less sensitive to the methods of anthropogenic heat flux release and the
examined model structural variants than urban canopy air temperature, but their sensitivities to anthropogenic
heat flux can still vary by as much as a factor of 4 for surface temperature and 2 for 2‐m air temperature. Our
study recommends using temperature sensitivity instead of temperature response to understand how various
physical processes (and their representations in numerical models) modulate the simulated effects of
anthropogenic heat flux.

Plain Language Summary Numerical models are often used to simulate the effects of anthropogenic
heat flux, which is generated by human activities such as building energy consumption, transportation, etc.
These models inevitably have structural uncertainties because they simplify the real world; hence, the simulated
effects of anthropogenic heat flux also possess structural uncertainties. Yet, the structural uncertainties
associated with the simulated effects of anthropogenic heat flux have not been studied before. In this study, we
quantify such structural uncertainties using a suite of simulations conducted with the Weather Research and
Forecasting (WRF) model. Using the sensitivity of urban temperatures to anthropogenic heat flux as the metric,
we find that different urban temperatures show different sensitivities to anthropogenic heat flux and these
sensitivities can vary by as large as an order of magnitude depending on the anthropogenic heat flux release
methods and key model structural choices.

1. Introduction
More than 50% of the global population now lives in cities, which requires numerical weather prediction models
(F. Chen et al., 2011) and sometimes global climate/earth system models (Li et al., 2016a, 2016b; Oleson &
Feddema, 2020; Oleson et al., 2008) to provide urban meteorological information. These urbanized weather and
climate models are also used to study how the simulated urban climate responds to various forcing or pertur-
bations. In this work, we focus on how numerical model simulated urban temperatures vary with anthropogenic
heat flux (QAH) , which represents heat generated by human activities such as building energy consumption,
transportation, metabolism, and so on (Oke et al., 2017).

Much of the research from the urban climate community focuses on quantifying the magnitude of anthropogenic
heat flux (see a review by Sailor (2011) and also Sailor et al. (2015)). Nowadays many global scale data sets of
anthropogenic heat flux are available (e.g., Allen et al., 2011; Dong et al., 2017; Varquez et al., 2021). However,
of equal importance is to quantify the sensitivity of urban temperature (T) to anthropogenic heat flux because
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ΔT =
dT
dQAH

ΔQAH . (1)

Here ΔQAH is a change (Δ) in the magnitude ofQAH (e.g., from noQAH to a positive value ofQAH) and represents
a forcing to the urban system, dT/dQAH is the temperature sensitivity toQAH , and ΔT is the temperature response
to ΔQAH .

Previous work often used numerical models to quantify ΔT in response to ΔQAH (see a review by Wang
et al. (2023)). Numerical modeling was the primary tool for such tasks because in observations it is difficult to
separate QAH from other heat fluxes such as sensible heat flux and concomitantly their influences on surface
climates. Previous modeling studies, nonetheless, tend to focus on ΔT, which depends on the magnitude of ΔQAH
as can be seen from Equation 1. Wang et al. (2023) argued that the sensitivity (dT/dQAH), or ΔT/ΔQAH , is a
better index to compare across studies since it partly removes the effect of varying ΔQAH in different studies.
They reported that dT /dQAH shows some consistency across different modeling studies that used different nu-
merical models, examined different cities, and had different ΔQAH values, with a rule‐of‐thumb value of about
0.01 K/(W m− 2). Wang et al. (2023) further developed a forcing‐feedback framework to diagnose the physical
processes that control the spatial and temporal variability of dTC/dQAH across the Contiguous United States,
where TC refers to the urban canopy air temperature. They found that the spatio‐temporal variability of dTC/dQAH
was predominately caused by the variability of convective heat transfer coefficient between the canopy air and the
atmosphere above the urban canopy.

Building on the work byWang et al. (2023), this study also focuses on dT/dQAH but aims to address the structural
uncertainty associated with dT/dQAH , a topic previously unexplored. Urban land surface models used for weather
and climate simulations simplify the intricate, three‐dimensional urban environment and its heterogeneous
emissions ofQAH . The abstraction of the urban environment can be structured in multiple legitimate ways (Lipson
et al., 2024). However, most existing studies, including the study by Wang et al. (2023), have relied on a single
urban model, thereby failing to consider the structural uncertainty associated with dT/dQAH . To examine the
structural uncertainty associated with dT/dQAH , one might employ multiple urban models to explore how
dT/dQAH varies among them. However, this approach introduces interpretive challenges due to the inherent
differences among models. To circumvent this issue, we adopt a single urban model and systematically vary key
structural elements and the methods by which QAH is released into the urban environment. This approach allows
us to dissect, step by step, the impacts of these variations (as well as the physical processes that they represent) on
dT/dQAH . Although our approach does not encompass every possible model configuration, it does replicate the
structure of prominent existing models, providing a systematic framework for understanding the consequences of
specific model choices on dT/dQAH.

This study further addresses several key remaining questions related to dT/dQAH that were not investigated by
Wang et al. (2023). Wang et al. (2023) used land‐only simulations and thus ignored atmospheric feedback. They
recommended that atmospheric feedback should be addressed in follow‐up studies. Moreover, they used a single
urban temperature variable, the canopy air temperature (TC) . In this study, we fill these two research gaps by
using (a) land‐atmosphere coupled simulations and (b) multiple temperature variables (including the widely used
2‐m air temperature T2 and surface temperature TS, in addition to the canopy air temperature TC). TC may be
viewed as the temperature within the urban canyon but is less studied since it is typically not a standard output of
weather and climate models. On the other hand, T2 is a more widely used air temperature variable as it is a
standard output, but its interpretation over urban environment is challenging (see the discussion in the supple-
mentary materials of Qin et al. (2023)). In short, T2 is the air temperature at 2 m above the displacement height and
hence does not represent the air temperature at 2 m above the urban canyon floor. TS is a surface temperature, but
it does not represent the surface temperature of a single urban facet (e.g., roof or wall). Given the heterogeneity of
urban environment even in abstract urban models, it represents an aggregated surface temperature for the entire
urban grid cell with the aggregation not entirely based on geometry.

The paper is structured as follows: Section 2 provides detailed descriptions of the numerical model and the
simulations; the results are then presented in Section 3; Section 4 concludes this study with a summary and
discussions of the implications of this work.
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2. Methodology and Data
2.1. WRF‐SLUCM

This study uses the Weather Research and Forecasting (WRF) model version 4.2.2 (Skamarock et al., 2019). For
the land surface component, we use the Noah land surface model coupled with a single‐layer urban canopy model
(SLUCM) (Kusaka et al., 2001) but without the mosaic approach (Li et al., 2013). This modeling system will be
called WRF‐SLUCM hereafter (F. Chen et al., 2011). For each grid cell that is classified as an urban grid cell,
WRF‐SLUCM treats the grid cell as a combination of an impervious part (handled by the SLUCM) and a pervious
part (handled by the Noah land surface model).

Figure 1a shows a schematic of the SLUCM. As can be seen, the SLUCM is designed based on the concept of a
two‐dimensional urban canyon and models the roof, the walls, and the canyon ground. These impervious urban
surfaces will be called urban facets hereafter. The walls and the canyon ground interact with the atmosphere
through the canopy air while the roof directly interacts with the atmosphere. All temperature variables (TA, TR, TC,
TW , TG, where the subscripts A, R, C, W, G represent atmosphere, roof, canopy air, wall, and canyon ground,
respectively) shown in Figure 1a are prognostic temperatures in the sense that they are computed based on energy

Figure 1. A schematic of four structural variants (SV) of single‐layer urban canopy model (SLUCM) (panels a–d) and three QAH release methods (indicated by 1–3 on
each panel). (a) SV 1: the default WRF‐SLUCM structure; (b) SV 2: a CLMU (Community LandModel—Urban)‐like structure where the roof interacts with the canopy
air instead of with the atmosphere directly; (c) SV 3: the default SLUCM structure but rC is computed with the momentum roughness length (denoted as r′C); (d) SV 4: a
CLMU‐like structure and rC is computed with the momentum roughness length (denoted as r′C). In this figure, T is temperature and r is the resistance for heat transfer, and
the subscripts A, R, W, C, G represent atmosphere, roof, wall, canopy air, and canyon ground, respectively. H, R, G represent the building height, the roof width, and the
canyon width, respectively. QAH is a prescribed input that supposedly represents the total anthropogenic heat flux from all sources.
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balance principles and any changes in these variables at one time step will affect model results in the following
time steps. In the first part of this study, we will focus on the sensitivity of TC toQAH , or dTC/dQAH. In the second
part of this study, we will examine the sensitivities of the widely used surface temperature (TS) and 2‐m air
temperature (T2) , both of which can be viewed as diagnostic variables from the perspective of the land model.
The definitions and computation of TS and T2 will be explained later.

2.2. The Sensitivity of TC to QAH

2.2.1. QAH Release Methods

As WRF‐SLUCM does not explicitly model the building interior, QAH needs to be prescribed, which is often
based on inventory data or outputs of building energy models (e.g., F. Chen et al., 2016; L. Chen et al., 2024; Luo
et al., 2020; Vahmani et al., 2022; Yang et al., 2019). Within the confines of the current WRF‐SLUCM, there are
at least three methods of releasing QAH into the urban environment, indicated by 1, 2, 3 in Figure 1. The first
method releases QAH directly to the upper atmosphere. This is the default option in WRF‐SLUCM, which is
accomplished by aggregating QAH with the traditional sensible heat flux. The second method treats QAH as an
additional energy source in the surface energy budget of canyon ground. The third method incorporates QAH into
the energy budget of canopy air. We implement the latter two methods into WRF‐SLUCM to test how dT/dQAH
varies with the QAH release methods. The latter two methods are motivated by other models and/or previous
studies. For example, the default Community Land Model ‐ Urban (CLMU) and the Met Office—Reading Urban
Surface Exchange Scheme (Bohnenstengel et al., 2014) use the second method. The study by Wang et al. (2023)
used the third approach.

2.2.2. Structural Variants of SLUCM

In addition to examining the structural uncertainty associated with dT/dQAH through the lens of how QAH is
released, we also examine the uncertainty introduced by different structural variants (SV) of SLUCM.

1. SV 1: linking roof with the atmosphere

In SV 1 (i.e., the default WRF‐SLUCM structure), the roof communicates with the atmosphere and thus does not
directly affect the canopy air, which is defined over the canyon part. WRF‐SLUCM (and many other UCMs)
assumes that the canopy air has zero heat capacity and thus the canopy air energy budget simplifies to

QW(2H) + QGG + QAH(R + G)δ3i = QCG, (2)

where H is the building height, G is the canyon width, and R is the roof width (see Figure 1a).
QW = Ca (TW − TC)/ rW is sensible heat flux from the wall to the canopy air; Ca is the volumetric heat capacity of
air (J m− 3 K− 1); rW is the convective heat transfer resistance between the wall and the canopy air (s m− 1); 2H
represents the areas over which the wall sensible heat flux is generated (i.e., for each canyon there are two walls).
Similarly, QG = Ca (TG − TC)/ rG is sensible heat flux from the canyon ground to the canopy air, and
QC = Ca (TC − TA)/ rC is sensible heat flux from the canopy air to the atmosphere above the canopy. rG is the
convective heat transfer resistance between the ground and the canopy air (s m− 1), while rC is the convective heat
transfer resistance between the canopy air and the atmosphere (s m− 1). It is important to point out that QAH has to
be multiplied by (R + G) since QAH is defined over the entire impervious land in WRF‐SLUCM, which includes
both roof and canyon. δij is the Kronecker delta and is equal to 1 when i = j and 0 otherwise. Here i indicates the
QAH release method as shown in Figure 1a and δ3i in Equation 2 implies thatQAH is only considered in the canopy
air energy budget by method 3. Similarly, δ1i and δ2i should appear in the budget equations for air temperature and
ground temperature, which are nonetheless not provided here for simplicity.

For completeness, we define QR here, which is sensible heat flux from the roof surface to the atmosphere. It is
computed following QR = Ca (TR − TA)/ rR. One can see that in this SV QR is not directly related to TC.

Substituting the expressions for QW , QG, and QC into Equation 2 yields

TC =
2H
rW
TW + G

rG
TG + G

rC
TA + (R + G)

QAH
Ca
δ3i

2H
rW
+ G
rG
+ G
rC

. (3)
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2. SV 2: linking roof with canopy air

While the default WRF‐SLUCM parameterizes the roof‐air interaction in a way that the roof directly interacts
with the atmosphere (see Figure 1a), other urban canopy models such as CLMU connects the roof to the canopy
air (see Figure 1b). These two SVs represent two extremes. In SV 1 (Figure 1a), the roof is treated independently
from the canyon, which includes the walls and the canyon ground; while in SV 2 (Figure 1b), any fluxes from the
roof are completely mixed with those from the walls/ground within the canopy air. In reality, the roof‐air
interaction is probably somewhere in between these two extremes depending on the integration power of tur-
bulence within and above the urban canyon. Hence, studying these two extremes can help constrain the range of
urban temperature sensitivities to QAH due to uncertainties related to the treatment of roof‐air interaction.

With a CLMU‐like structure (Figure 1b), it is important to recognize that the energy budget for the canopy air now
changes to

QRR + QW(2H) + QGG + QAH(R + G)δ3i = QC(R + G). (4)

Here QR = Ca (TR − TC)/ rR is sensible heat flux from the roof surface to the canopy air. Note that QR is now
related to the temperature difference between TR and TC, instead of the temperature difference between TR and TA
as in SV 1. As a result, the parameterization of rR is also adjusted in SV 2 so that it is identical to rW and rG,
following CLMU. Also note that QC now must be multiplied by (R + G) because the canopy air is implicitly
assumed to be distributed over both the roof and the canyon. This is in contrast with the previous budget equation
(Equation 2) where QC is multiplied by G because the canopy air is implicitly assumed to only exist over the
canyon. This change has important implications for dTC/dQAH , as shall be seen later.

In this SV, we can derive

TC =
R
rR
TR + 2H

rW
TW + G

rG
TG + R+G

rC
TA + (R + G)

QAH
Ca
δ3i

R
rR
+ 2H
rW
+ G
rG
+ R+G

rC

. (5)

3. SV 3: computing rC with the momentum roughness length

Wang et al. (2023) showed that the convective heat transfer coefficient (or equivalently rC) is the most important
parameter in controlling the spatio‐temporal variability of dTC/dQAH . Currently, the parameterization of rC re-
mains a challenge. This study does not address the theoretical deficiency of relying on Monin‐Obukhov similarity
theory (Monin & Obukhov, 1954) to parameterize rC for urban canopies. Instead, we examine how dTC/dQAH
varies with certain choices within the confines of the current parameterization for rC. More specifically, whether
the momentum roughness length or the thermal roughness length is used to compute rC is examined here.

In SV 1, rC is computed following Equation 6 below when buoyancy effects are ignored:

rC =
ln( zAz0h)

κu∗
, (6)

where κ is the von‐Karman constant, u∗ is the friction velocity, zA is the height of the lowest atmospheric model
level (i.e., where TA is defined) relative to the displacement height, z0h is the thermal roughness length. In this SV,
TC is effectively defined at z0h above the displacement height on the extrapolated atmospheric surface layer
temperature profile. Note that in the WRF‐SLUCM model, the buoyancy effects are considered but they are not
shown here for simplicity.

In SV 3, the calculation of rC is similar to Equation 6 but with the momentum roughness length (z0) replacing the
thermal roughness length (z0h) . To make it clear, we denote this new rC as r′C on Figure 1c, which is computed as
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r′C =
ln(zAz0)

κu∗
. (7)

Effectively, TC is defined at z0 above the displacement height in SV 3.

For a completely homogeneous rough surface where the radiative surface temperature is used to calculate sensible
heat flux, the thermal roughness length should be used to calculate the heat transfer resistance (Brutsaert, 1982;
Kustas et al., 1989). The resistance computed with the thermal roughness length includes both turbulent and
quasi‐laminar boundary layer (or sometimes called additional aerodynamic or excess) resistances (Monteith &
Unsworth, 2013; Thom, 1972). The laminar boundary layer/additional aerodynamic/excess resistance arises from
the fact that momentum transfer is greatly enhanced by pressure drag for rough surfaces, yet scalar transfer
(including heat transfer) is not. Hence, scalar transfer effectively experiences a stronger resistance than its mo-
mentum counterpart (i.e., rC > r′C), which implies z0h < z0. On the extrapolated atmospheric surface layer tem-
perature profile, the radiative surface temperature is effectively defined at the thermal roughness length above the
displacement height, which is different from the aerodynamic surface temperature often defined at the momentum
roughness length above the displacement height (Chehbouni et al., 1996; Troufleau et al., 1997).

While the theory has been reasonably well established for land‐atmosphere interaction over a homogeneous
surface (Brutsaert, 1982; Monteith & Unsworth, 2013), it remains unclear whether z0 or z0h should be used to
compute rC in urban canopy models. Different models deal with this aspect differently. For example, the WRF‐
SLUCM (as well as other urban canopy models such as the Town Energy Balance model (Masson, 2000) and the
Geophysical Fluid Dynamics Laboratory Urban Canopy Model (Li et al., 2016a, 2016b)) uses the thermal
roughness length to compute rC. Nonetheless, one could argue that the additional aerodynamic resistance has been
implicitly accounted for by rW and rG. This is why models like CLMU uses the momentum rough length to
compute rC (in fact CLM does this for both urban and vegetated canopies) (Oleson et al., 2010). The studies by
Lemonsu et al. (2004) and Li et al. (2016a) also found that using the momentum roughness length instead of the
thermal roughness length to compute rC results in TC values that are in better agreement with observations.

4. SV4: the combination of SVs 2 and 3

We also investigate a SV that changes the roof‐air interaction and the computation of rC simultaneously, see
Figure 1d (hereafter SV 4). Since both features are CLMU‐like, we hypothesize that the results from SV 4 would
be closer to the results from CLMU presented in Wang et al. (2023) than the other SVs.

2.3. The Sensitivities of TS and T2 to QAH

Figure 2 shows a schematic of how TS and T2 are computed by WRF‐SLUCM. Note that the schematic only
applies to the Noah land surface model that does not invoke the mosaic approach. The mosaic approach (and other
land surface models such as the Noah‐MP model) has slightly different ways of diagnosing TS and T2 over urban
grid cells. As alluded earlier, WRF treats each urban grid cell as a combination of an impervious part (with a
fraction of furban) and a pervious part (with a fraction of 1 − furban). The pervious part is treated as grass. Hence,
compared to Figure 1, the additional prognostic temperature variable is the grass surface temperature TGRASS,
whose calculation depends on rGRASS, the resistance to heat transfer between the grass surface and the atmosphere.

WRF‐SLUCM constructs a grid‐cell surface temperature (TS) following

TS = (1 − furban)TGRASS + furbanTU . (8)

However, one can see from Figures 1 and 2 that there is no prognostic temperature variable called TU where the
subscript U indicates the entire impervious land. An initial, intuitive approach might define TU as the area‐
averaged surface temperatures of all impervious facets. However, within the framework of WRF‐SLUCM, TU
is not determined by such a straightforward method. Instead, the relationship between TU and the surface tem-
peratures of impervious facets, such as TG and TW , involves a more intricate calculation than simple area‐
averaging. Specifically, WRF‐SLUCM diagnoses TU through
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QU =
Ca (TU − TA)

rU
, (9)

where rU is a representative heat transfer resistance between the entire impervious land and the atmosphere and
QU is the aggregated (correctly accounting for the surface area) sensible heat flux from the entire impervious land.
The calculation of QU and its dependence on surface temperatures of impervious facets (such as TG and TW)
differs among SVs.

In SVs 1 and 3, QU is computed as

QU = QR
R

R + G
+ QC

G
R + G

= QR
R

R + G
+ QW

2H
R + G

+ QG
G

R + G
+ QAHδ3i. (10)

The term QAHδ3i arises because it is part of QC for method 3. The sensible heat fluxes from various urban facets
(QR, QW , QG) can be further linked to the surface temperatures of urban facets, the atmospheric temperature, and
the canopy air temperature (see their definitions below Equation 2). This is how TU is related to the surface
temperatures of urban facets such as TG.

In SVs 2 and 4, QU is computed as

QU = QC = QR
R

R + G
+ QW

2H
R + G

+ QG
G

R + G
+ QAHδ3i. (11)

Comparing Equation 11 to Equation 10 reveals that the final equation form is identical. This is because QU is
simply an area‐averaged flux over the entire impervious land. However, the definition ofQR and the calculation of
TC are different in SVs 2 and 4 compared to SVs 1 and 3.

Figure 2. A schematic for TS and T2 calculation. (a) Weather Research and Forecasting treats each urban grid cell as a combination of an impervious part (with a fraction
of furban) and a pervious or grass part (with a fraction of 1 − furban). Here the default single‐layer urban canopy model structure (see Figure 1a) is shown for the
impervious part but the other SVs can be also used. The total sensible heat flux from this urban grid cell is the area‐averaged sensible heat fluxes from both the impervious
and pervious surfaces (see Equation 13). Similarly, the equivalent surface temperature TS of this urban grid cell is the area‐averaged surface temperatures of both the
impervious and pervious surfaces (Equation 8). However, the equivalent impervious surface temperature TU is not the area‐averaged surface temperatures of all impervious
facets, but is constructed so that the sensible heat flux caused by the temperature difference between TU and TA matches the total sensible heat flux from the entire
impervious land (including roof, walls, and impervious ground), see Equation 9. (b) The constant‐flux layer leads to a logarithmic profile for temperature within the surface
layer under neutral conditions. Under thermally stratified conditions, the logarithmic profile would be modified according to Monin‐Obukhov similarity theory. On this
temperature profile, T2 is defined at 2 m above the displacement height and can be viewed as an interpolation between TS and TA (see Equation 14).
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Combining Equations 8 and 9 yields a formulation for TS that depends on the sensible heat flux from the entire
impervious land (QU) , the heat transfer resistance between the entire impervious land and the atmosphere (rU) ,
the grass surface temperature (TGRASS) , and the impervious surface fraction ( furban) , as follows:

TS = (1 − furban)TGRASS + furban(
QU
Ca
rU + TA). (12)

Before we discuss the calculation of 2‐m air temperature, it is important to note that the grid‐cell sensible heat flux
(QS) is computed in a similar way as Equation 8, as follows:

QS = (1 − furban)QGRASS + furbanQU . (13)

With the grid‐cell sensible heat flux in mind, the 2‐m air temperature can be interpolated from TS and TA (see
Figure 2b) using the constant‐flux layer assumption, as follows:

QS =
Ca (TS − TA)

rS
=
Ca (TS − T2)

r2
, (14)

where rS is the resistance to heat transfer between the height at which the surface temperature TS is defined and the
atmosphere, while r2 is the resistance to heat transfer between the height at which the surface temperature TS is
defined and the 2 m height (see Figure 2b). These heights are measured relative to the displacement height and
hence 2 m does not represent the level of 2 m above the canyon ground. The challenges associated with inter-
preting T2 over tall canopies (such as urban canopies) have been discussed elsewhere (Qin et al., 2023).

Combining Equations 13 and 14 gives

T2 = TS −
(1 − furban)QGRASS + furbanQU

Ca
r2. (15)

2.4. Numerical Simulations

We conduct several simulations over the greater Boston area. Each simulation consists of 3 domains with spatial
resolutions of 9, 3, and 1 km. The default WRF static data sets are used for topography (see Figure 3a), soil types,
etc. In terms of land use and land cover, the NLCD40 data set (which is a combination of National Land Cover
Data or NLCD and Moderate Resolution Imaging Spectroradiometer or MODIS but with NLCD taking priority)
provided byWRF is used (see Figure 3b which shows the land use in the innermost domain with the classification
scheme provided in Table S1 in Supporting Information S1). Since NLCD are available everywhere in the US and
our domains are within the US, the land use data used in our simulations are primarily from NLCD, not MODIS.
The impervious surface fraction ( furban) is also from NLCD, as shown in Figure 3c. In WRF‐SLUCM, 3 urban
types can be distinguished: urban type 1 refers to low intensity residential urban (corresponding to the open space
and low intensity developed land in NLCD), type 2 refers to the high intensity residential urban (corresponding to
the medium intensity developed land in NLCD), and type 3 refers to the industrial and commercial urban
(corresponding to the high intensity developed land in NLCD). Their distributions are shown in Figure 3d. The
morphological and thermal properties associated with these three urban types are provided in Table S2 in Sup-
porting Information S1. To achieve the above‐mentioned correspondence between WRF‐SLUCM and NLCD in
terms of urban types, minor code modifications are required. Here it is noted that urban morphological and
thermal properties are only a function of urban types and thus vary spatially in the same way as urban types. This
assumption can be relaxed by supplying WRF‐SLUCM with data sets of urban morphological and thermal
properties that are independent of urban types. However, since our work does not focus much on the spatial
variability of dT/dQAH within the domain, the effects of more detailed and higher‐resolution urban morpho-
logical and thermal properties data on dT/dQAH are left for future studies.

We implement methods 2 and 3 of QAH release into SLUCM. We also implement the three SVs (Figures 1b–1d)
into WRF‐SLUCM. For SV 1, we conduct 4 different sets of simulations (no QAH and QAH released by method 1,
method 2, and method 3, respectively). In the simulations with QAH , we use domain‐uniform, time‐invariant
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values: 10Wm− 2, 50Wm− 2, and 100Wm− 2. Our choice of using domain‐uniform, time‐invariantQAH values is
motivated by the fact that our focus is on the sensitivity of urban temperatures to QAH instead of simulating the
real‐world temperature responses (ΔT). For SVs 2 to 4, we conduct four sets of simulations (no QAH , and QAH
handled by three methods withQAH = 100Wm− 2) for each SV. As will be seen later, we also revise method 1 and
conduct 6 additional simulations with the revised method 1 (SV 1 with QAH = 10 W m− 2, 50 W m− 2, and 100 W
m− 2 and SVs 2–4 with QAH = 100 W m− 2). Table 1 provides a summary of the simulations conducted.

Here we should stress that the anthropogenic heat flux in WRF‐SLUCM is defined as a flux per unit area of
impervious land, not per unit area of grid cell. Hence, the anthropogenic heat flux defined as per unit area of grid cell
isQAH furban. Given that furban varies spatially as shown in Figure 3c, the anthropogenic heat flux defined as per unit
area of grid cell also varies spatially. The furban averaged over the innermost domain (including grid cells where
furban = 0) is 0.077. Hence, the domain‐averaged anthropogenic heat flux defined as per unit area of grid cell is
0.077QAH . So forQAH = 100Wm− 2, the domain‐averaged anthropogenic heat flux is 7.7 W m− 2. In comparison,

Figure 3. (a) Terrain height (m), (b) Land use index (see Table S1 in Supporting Information S1 for the classification scheme), (c) Impervious surface fraction, and
(d) Urban type for the innermost domain where dx = dy = 1 km. The x‐axis and y‐axis refer to the number of grid cells in the west‐east and south‐north directions,
respectively. The red triangles in (b) and (d) indicate the three weather stations where simulated and observed temperatures are compared.
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furban averaged over urban grid cells (where furban > 0) is 0.44. Hence, the urban‐averaged anthropogenic heat flux
defined as per unit area of grid cell is 0.44QAH . So for QAH = 100 Wm− 2, the urban‐averaged anthropogenic heat
flux is 44 W m− 2.

In addition to the Noah land surface model and SLUCM, other key physical parameterization schemes include:
the WSM6 microphysical scheme (Hong, Lim, et al., 2006), the Dudhia shortwave radiation scheme (Dud-
hia, 1989), the Rapid Radiative Transfer Model longwave radiation scheme (Mlawer et al., 1997), the YSU
boundary layer scheme (Hong, 2010; Hong, Noh, & Dudhia, 2006), and the revised MM5 surface layer scheme.
Cumulus scheme is turned off for all domains because the largest grid size is less than 10 km (Stensrud, 2009).

To diagnose the contributions of various physical processes to dT/dQAH , certain variables that are not in the
standardWRF outputs are needed. Of particular importance are the heat transfer resistances (rR, rW , rG, rC, rU and
r2), which are parameterized (i.e., calculated internally) by WRF‐SLUCM. The temperatures of various urban
facets (TR, TW , TG), the canopy air temperature (TC) , the grass surface temperature (TGRASS) , and the atmospheric
temperature (TA) are also outputted. All outputs are saved at hourly scales.

We simulate a 3‐day heatwave period (20–22 July 2022) with boundary conditions from North American
Regional Reanalysis (Mesinger et al., 2006). The simulations all start from 00 UTC of July 19 and end on 00 UTC
of July 23, with July 19 treated as the spin‐up. This event features westerly winds on July 20, transition to
southerly winds on July 21, and then to westerly winds again on July 22. The near‐surface wind speeds show
diurnal variations. During the daytime, solar heating causes the boundary layer to grow, resulting in increased
turbulent mixing. This mixing transports higher momentum air from aloft down to the surface, leading to stronger
near‐surface wind speeds. The domain‐averaged 10 mwind speed simulated byWRF ranges from 2.2 m s− 1 in the
early morning of July 22 to 8 m s− 1 in the late afternoon of July 21.

Figure 4 shows the comparison between the No QAH simulations and observations from three weather stations.
The grid cells corresponding to these three weather stations are all classified as urban byWRF. From Figure 4, one
can see that WRF does a reasonably good job in capturing the observed near‐surface air temperature for all 4 SVs.
The fact that simulated results from all 4 SVs agree reasonably well with observations suggest that they are all
credible model SVs, which justifies our investigation of them.

Since the study byWang et al. (2023) has examined the diurnal variability, our analysis will not tackle the diurnal
variability but instead focus on the temporally averaged (over both day and night) results from 00UTC of July 20
to 00 UTC of July 23.

Table 1
Summary of Weather Research and Forecasting Simulations

Structural variant QAH release method QAH value (W m− 2) Number of simulations

SV 1 No QAH 0 1

SV 1 Method 1 10, 50, 100 3

SV 1 Method 2 10, 50, 100 3

SV 1 Method 3 10, 50, 100 3

SV 1 Revised Method 1 10, 50, 100 3

SV 2 ‐ 4 No QAH 0 3 (1 each)

SV 2 ‐ 4 Method 1 100 3 (1 each)

SV 2 ‐ 4 Method 2 100 3 (1 each)

SV 2 ‐ 4 Method 3 100 3 (1 each)

SV 2 ‐ 4 Revised Method 1 100 3 (1 each)
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3. Results
3.1. The Sensitivity of TC to QAH

3.1.1. QAH Release Methods

Figures 5a–5c presents how dTC/dQAH varies with the QAH release methods for simulations with ΔQAH = 10 W
m− 2. Figures 5d–5f further separates the results based on urban types. The spatial mean values of dTC/dQAH range
from 0.08 to 0.09 K/(Wm− 2) for method 3, which are about 3–4 times those for method 1 (0.02–0.03 K/(Wm− 2)).
The values for method 2 (0.05–0.06 K/(Wm− 2)) are 2–2.5 times those frommethod 1. The simulated dTC/dQAH is
much less dependent on urban types than on the QAH release methods, with the spatial mean values only slightly
larger for urban type 3 (industrial and commercial urban land). Given the similarity of dTC/dQAH across urban
types, our following analysis of dTC/dQAH will include all urban types. To understand these results, we decompose
dTC/dQAH into contributions from various factors using Equation 3, as follows

Figure 4. Comparison between simulated and observed near‐surface air temperature at three urban stations whose locations are shown in Figure 3. The simulated
temperatures are taken from the nearest grids from the stations. The four SVs correspond to the four panels in Figure 1. The simulations are with QAH = 0. Shading
indicates the temperature range across the three stations.
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dTC
dQAH

=
∂TC
∂QAH

+(
∂TC
∂rW

drW
dQAH

+
∂TC
∂rG

drG
dQAH

)

+(
∂TC
∂TW

dTW
dQAH

+
∂TC
∂TG

dTG
dQAH

)

+
∂TC
∂rC

drC
dQAH

+
∂TC
∂TA

dTA
dQAH

.

(16)

The terms on the right‐hand‐side of Equation 16 refer to the baseline contribution, contribution from surface‐
canopy air resistances (rW and rG), contribution from surface temperatures (TW and TG), contribution from
atmosphere‐canopy air resistance (rC) , and contribution from atmospheric temperature (TA) or atmospheric
feedback. Each contribution is the product of the partial derivative and the total change. The partial derivatives
can be analytically derived (see Supporting Information S1) and the total changes (represented by d, e.g., drC) are
quantified as the difference between the results of the sensitivity simulations (with QAH) and those of the control
simulation (noQAH). Another way of estimating the contribution of a particular parameter to the change in TC is to
keep all other parameters unchanged as in the control simulation, but replace the value of this particular parameter
by its values in the sensitivity simulations in Equation 3 (e.g., Zhou et al., 2021).

Figure 5. (a–c) Spatial patterns of dTC/dQAH (unit: K/(Wm− 2)) across threeQAH release methods in structural variants (SV) 1 (see Figure 1a and the associated texts for
the differences among these three QAH release methods). (d–f) dTC/dQAH (unit: K/(W m− 2)) across three QAH release methods in SV 1 and across three different urban
types. These results are for ΔQAH = 10 W m− 2. The error bars are standard deviations across space and indicate spatial variability.
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Three important points should be stressed before we use the above decomposition method. First, this
decomposition approach is not a unique way to decompose dTC/dQAH . Here TC is treated as a function of
QAHδi3, rW ,rG,TW ,TG,rC, and TA (see Equation 3), which are assumed to be independent variables. By treating
TC as a function of these variables (i.e., by employing Equation 3), the three QAH release methods will have
different contribution patterns. Notably, there will be no baseline contribution in methods 1 and 2 because QAH
can only affect TC through TA and TG in method 1 and method 2, respectively. In theory, one could further
express TA and TG as an explicit function of QAHδi1 and QAHδi2, respectively, as well as other variables. If so,
there would be baseline contributions in methods 1 and 2. However, we choose not to do so since the relation
between TA (TG) and QAHδi1 (QAHδi2) is complicated and not always analytical. Second, this decomposition
approach appears different from the forcing‐feedback framework introduced by Wang et al. (2023) in that the
quantity analyzed here is the total sensitivity while the forcing‐feedback framework analyzes the total feedback
parameter, which is the negative reciprocal of the total sensitivity. The two approaches should yield similar
qualitative understanding though. Third, before examining the decomposition results, a comparison between
WRF outputted TC and diagnosed TC using Equation 3 should be conducted, as shown in Figure S1 in Sup-
porting Information S1. One can see that the diagnosed TC matches the WRF outputted TC exactly, which gives
us confidence in using Equation 3 and thus Equation 16 to decompose dTC/dQAH into various contributions.

Figure 6 shows the decomposition results of dTC/dQAH with ΔQAH = 10 W m− 2 (a‐c), ΔQAH = 50 W m− 2 (d‐f),
ΔQAH = 100 W m− 2 (g‐i). A few interesting features are worth pointing out. First, across all panels the summed
contribution from all factors (the second bar) matches the directly computed dTC/dQAH = ΔTC/ΔQAH (the first
bar), suggesting the robustness of the decomposition method. This is consistent with the results shown in Figure
S1 in Supporting Information S1. Second, only method 3 (panels c, f, and i) has baseline contributions while the
other two methods do not, as QAH only explicitly appears in the canopy air energy budget in method 3. Third,
contributions from surface‐canopy air resistances and atmosphere‐canopy air resistance are relatively small, at
least when compared to the other contributions. Therefore, it can be concluded that dTC/dQAH is mainly influ-
enced by the baseline contributions, contributions from surface temperatures, as well as contributions from the
atmospheric temperature (i.e., atmospheric feedback). The atmospheric feedback is particularly important for
method 1.

It is clear that the most important contribution for method 2 is that from surface temperatures (including the
canyon ground surface temperature TG) while the other contributions are nearly negligible. This is not too
surprising given that the QAH is added to the canyon ground surface energy budget in method 2. In comparison,
one might expect the atmospheric temperature contribution and the baseline contribution to be dominant in
method 1 and method 3, respectively, given that QAH is added to the atmospheric temperature budget equation in
method 1 and the canopy air temperature budget equation in method 3. However, the contributions from surface
temperatures are not negligible in those two methods. In fact, they are as important as the atmospheric tem-
perature contribution and the baseline contribution.

The results are quite consistent for different ΔQAH values, especially for methods 2 and 3, suggesting limited
nonlinearity in the response of TC to increasing QAH . Even for method 1, the results are not inconsistent across
different ΔQAH values given the large error bars in the scenario of ΔQAH = 10 W m− 2. The error bars here
indicate the spatial variability. The gradual reduction of error bars as ΔQAH increases suggests that dTC/dQAH
tends to converge as the magnitude of QAH increases. This demonstrates that the behavior of the temperature
sensitivity (dTC/dQAH) is more constrained than that of the temperature response ΔTC, which makes it a better
quantity to measure the effect of anthropogenic heat flux. Using the seemingly converged values for dTC/dQAH
in simulations with ΔQAH = 100 Wm− 2, we can see that dTC/dQAH can differ by an order of magnitude between
method 1 (0.007 K/(W m− 2)) and method 3 (0.08 K/(W m− 2)) (see Table 2).

The study byWang et al. (2023) also used method 3 and a comparison between our results and theirs is warranted,
noting though the differences in terms of model structures (CLMU vs. WRF‐SLUCM), spatial/temporal spans of
model simulations, and offline versus land‐atmosphere coupled simulations. The negligible contribution from
surface‐canopy air resistances (rW and rG) is consistent with their finding. However, the magnitude of the baseline
contribution here is much larger than that in Wang et al. (2023). Moreover, Wang et al. (2023) reported that the
positive contribution from surface temperatures is nearly canceled by the negative contribution from rC in
summer, which is different from our finding that the negative contribution from rC is much smaller (in magnitude)
than the positive contribution from surface temperatures (see panels c, f, and i). As shall be seen later, these
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differences are partly related to the differences between the two models (CLMU and WRF‐SLUCM) in terms of
the treatment of roof‐air interaction and the parameterization of rC.

3.1.2. Structural Variants of SLUCM

Figure 7 shows the decomposition results of dTC/dQAH for the 4 SVs (i.e., the four panels in Figure 1) with method
3 and QAH = 100 W m− 2. The results for SV 1 are identical to Figure 6i but are reproduced enabling a direct
comparison. Note that for SVs 2 and 4, the decomposition is performed using Equation 5 following

Figure 6. Decomposition of dTC/dQAH (unit: K/(W m− 2)) estimated with three QAH release methods for (a–c) ΔQAH = 10 W m− 2, (d–f) ΔQAH = 50 W m− 2, (g–i)
ΔQAH = 100 W m− 2. The error bars are standard deviations across space and indicate spatial variability.
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dTC
dQAH

=
∂TC
∂QAH

+(
∂TC
∂rR

drR
dQAH

+
∂TC
∂rW

drW
dQAH

+
∂TC
∂rG

drG
dQAH

)

+(
∂TC
∂TR

dTR
dQAH

+
∂TC
∂TW

dTW
dQAH

+
∂TC
∂TG

dTG
dQAH

)

+
∂TC
∂rC

drC
dQAH

+
∂TC
∂TA

dTA
dQAH

(17)

where the roof temperature (TR) and roof‐canopy air resistance (rR) are
included.

Comparing SV 2 to SV 1 reveals that the baseline contribution is reduced in
SV 2. This is because ∂TC/∂QAH is always smaller in SV 2 than in SV 1. From
Equation 3 for SV 1, we can derive

∂TC
∂QAH

=
(R + G) 1

Ca
δ3i

2H
rW
+ G
rG
+ G
rC

=
1

2H
R+G

1
rW
+ G
R+G

1
rG
+ G
R+G

1
rC

(
1
Ca
δ3i). (18)

Similarly, Equation 5 for SV 2 gives

∂TC
∂QAH

=
(R + G) 1

Ca
δ3i

R
rR
+ 2H
rW
+ G
rG
+ R+G

rC

=
1

R
R+G

1
rR
+ 2H
R+G

1
rW
+ G
R+G

1
rG
+ 1
rC

(
1
Ca
δ3i). (19)

Comparing Equation 19 to Equation 18 indicates that ∂TC/∂QAH always becomes smaller in SV 2 than in SV 1.
Physically this reduction is because QAH is distributed over a larger area in SV 2 than in SV 1. In SV 1, by
separating the roof from the canyon, the canopy air effectively only exists over the canyon; while in SV 2, the
canopy air exists over both roof and canyon.

One can also show that ∂TC/∂TW and ∂TC/∂TG are smaller in SV 2 than in SV 1 (see Supporting Information S1).
Although the roof surface provides an additional feedback pathway, its contribution does not overcome the
reduced contributions from TW and TG. This explains why the contribution from all surface temperatures (TR, TW ,
and TG) is smaller in SV 2 than in SV 1. It can be further shown that ∂TC/∂TA (see Supporting Information S1) is
larger in SV 2 than in SV 1, which is consistent with that the contribution of TA is slightly higher in SV 2 than in
SV 1.

Figure 7c shows that when rC is computed with the momentum roughness length (SV 3), the baseline contribution
is reduced. This can be inferred from Equation 18, which shows that ∂TC/∂QAH decreases with decreasing rC. It
can be also shown ∂TC/∂TW and ∂TC/∂TG (see Supporting Information S1) are reduced with decreasing rC,
thereby explaining the reduced contribution from surface temperatures. In contrary, ∂TC/∂TA increases with
decreasing rC. Physically it means that as convective heat transfer between the canopy air and the atmosphere
becomes stronger, the canopy air temperature is more strongly affected by the atmospheric temperature. Together
with a larger ΔTA as a result of a stronger QC in SV 3, the contribution of TA is increased in SV 3 than in SV 1.

The combined effect of changing the treatment of roof‐air interaction and the parameterization of rC toward
CLMU‐like (i.e., comparing SV 4 to SV 1 or comparing Figure 7d to Figure 7a) is that the total sensitivity value
changes by a factor of 4 (from about 0.08 to 0.02 K/(W m− 2)) and agrees better with those presented in Wang
et al. (2023). The baseline sensitivity in SV 4 is about 0.014 K/(W m− 2), which is in much better agreement with
the values in Wang et al. (2023). The positive contribution from surface temperatures in SV 4 becomes closer to
the negative contribution from rC, which is also in better agreement with that in Wang et al. (2023), even though
they do not cancel each other. The contribution of atmospheric feedback is slightly positive (0.006 K/(W m− 2)).

Table 2
Summary of dT /dQAH (Unit: K/(W m− 2)) Values

Methods SV 1 SV 2 SV 3 SV 4

dTC/dQAH Method 1 0.007 0.003 0.009 0.007

Method 2 0.06 0.03 0.02 0.015

Method 3 0.08 0.045 0.03 0.02

dTS/dQAH Revised Method 1 0.005 0.004 0.006 0.005

Method 2 0.017 0.014 0.021 0.021

Method 3 0.022 0.022 0.028 0.027

dT2/dQAH Revised Method 1 0.006 0.005 0.007 0.007

Method 2 0.008 0.005 0.01 0.01

Method 3 0.01 0.009 0.013 0.012

Note. These values are averaged over all urban types and for
ΔQAH = 100 W m− 2.
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The much better agreement between our SV 4 results and those in Wang et al. (2023) implies that the treatment of
roof‐air interaction and the parameterization of rC could be the main cause of the differences between our SV 1
results and theirs.

The results from SV 4 demonstrate that atmospheric feedback (i.e., contribution from TA) needs to be considered
for such a configuration. In this configuration, the canopy air is implicitly distributed over the entire impervious
land (roof and canyon) instead of just over the canyon and the connection between the canopy air and the at-
mosphere is stronger due to a smaller heat transfer resistance, both effects promoting the importance of atmo-
spheric feedback in controlling the dynamics of TC.

Figure 7. Decomposition of dTC/dQAH (unit: K/(W m− 2)) estimated with method 3 but for four different SVs (see Figure 1). These results are for ΔQAH = 100 W m− 2.
The error bars are standard deviations across space and indicate spatial variability.
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3.2. The Sensitivities of TS and T2 to QAH

The first part of this study focuses solely on canopy air temperature (TC) . In the second part, we turn our attention
to two other temperature variables, surface temperature (TS) and 2‐m air temperature (T2) . Unlike TC that is a
prognostic temperature variable, both TS and T2 are diagnostic temperatures in the land surface model (although
as shall be seen later TS is a prognostic temperature if one considers the atmospheric model).

3.2.1. QAH Release Methods: A Revised Method 1

Figure S2 in Supporting Information S1 shows a comparison between dTC/dQAH (first row), dTS/dQAH (second
row), and dT2/dQAH (third row) across three QAH release methods, with ΔQAH = 100 W m− 2 and SV 1. It is
surprising that dTS/dQAH (and dT2/dQAH) is the strongest in method 1, which is inconsistent with that dTC/dQAH
is the weakest in method 1. To explain this surprising result, we further examine the sensitivities of all prognostic
surface temperatures, including TR, TW , TG, and TGRASS, as shown in Figure S3 in Supporting Information S1. By
comparing these results in method 1 and those in methods 2 and 3, it is difficult to understand why dTS/dQAH is
the strongest in method 1, as all these prognostic surface temperatures show either very similar (TR and TGRASS) or
much smaller (TW and TG) sensitivities to QAH in method 1 compared to methods 2 and 3.

The cause for this peculiar result is one key assumption in method 1. In method 1, QAH is supposedly added to the
heat budget of the atmosphere. However, to simplify the coding, QAH is added to QU in method 1, resulting in

QU = QR
R

R + G
+ QW

2H
R + G

+ QG
G

R + G
+ QAHδ3i + QAHδ1i. (20)

Here the term with δ3i is due to energy balance while the term with δ1i is an assumption. While this assumption
might be acceptable from the perspective of atmospheric modeling (i.e., the sum of sensible heat flux and QAH is
the total heating source for the atmosphere), adding QAH to the sensible heat flux will instantaneously increase TS
and T2 through Equations 12 and 15. The more physically based approach is to addQAH into the heat budget of the
atmosphere instead of combining it with the sensible heat flux. One can imagine that ifQAH was added to the heat
budget of the atmosphere while the sensible heat flux (QU) was computed with Equation 10, TS and T2 would not
instantaneously increase with QAH . Under such conditions, QAH affects TS and T2 by warming the atmosphere
first.

We implement such a change in WRF‐SLUCM for method 1 where QAH does not directly show up in the
calculation of TS and T2. In other words, QU is computed with Equation 10 instead of Equation 20. The results
with the revised method 1 are shown in Figures S4 and S5 in Supporting Information S1. If TS and T2 were purely
diagnostic variables, the method 1 and revised method 1 should give identical prognostic results. However, the
minor changes in the TC results (cf. Figure S4 to Figure S2 in Supporting Information S1), as well as minor
changes in the prognostic surface temperatures (cf. Figure S5 to Figure S3 in Supporting Information S1), suggest
that this is not the case. This is because while TS is not used in any prognostic calculations in the land surface
model, it is used by the radiation schemes of the atmospheric model to estimate the upward longwave radiation,
which renders it a (semi‐)prognostic variable. Hence, when TS changes between method 1 and revised method 1,
the prognostic results (e.g., TC) are altered. However, changes in prognostic results are quite small (cf. Figure S5
to Figure S3 in Supporting Information S1).

The more significant changes between method 1 and revised method 1 are associated with TS and T2, as expected.
Comparing Figure S4 to Figure S2 in Supporting Information S1, dTS/dQAH and dT2/dQAH are greatly reduced in
the revised method 1 than in the method 1. Moreover, the rankings of dTS/dQAH and dT2/dQAH across the 3
methods (Figure S4 in Supporting Information S1) are in better agreement with those for the prognostic tem-
peratures (Figures S4 and S5 in Supporting Information S1). These results suggest that the TS and T2 in the revised
method 1 are more consistent with prognostic temperature variables than those in the method 1.

3.2.2. QAH Release Methods: TS

With the revised method 1, Figure 8 compares how dTS/dQAH from the revised method 1 differs from that in
the other two QAH release methods for simulations with ΔQAH = 100 W m− 2. The spatial mean values of
dTS/dQAH are 0.004–0.008 K/(W m− 2) for revised method 1. The spatial mean values of dTS/dQAH for method 3

Journal of Advances in Modeling Earth Systems 10.1029/2024MS004431

LI ET AL. 17 of 28

 19422466, 2024, 10, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2024M

S004431 by D
an L

i , W
iley O

nline L
ibrary on [21/10/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



(0.017–0.033 K/(W m− 2)) are about 4 times those for revised method 1, while the values for method 2 (0.012–
0.020 K/(W m− 2)) are 2.5–3 times those for revised method 1. Compared to the results for dTC/dQAH , dTS/dQAH
shows a stronger dependence on urban types than dTC/dQAH (cf., Figures 5 and 8).

To explain the stronger urban type dependence of dTS/dQAH and also to understand the processes controlling
dTS/dQAH , we decompose dTS/dQAH into contributions from various factors. To do so, we need to utilize
Equations 3, 10 and 12. Moreover, we need to utilize the definitions ofQR,QW , and QG (below Equation 2). With
all these equations, TS becomes a function of prognostic temperature variables (i.e., TR, TW , TG, TGRASS, TA),
resistances (i.e., rR, rW , rG, rC, rU), and QAHδi3. Hence, the decomposition follows:

dTS
dQAH

=
∂TS
∂QAH

+ (
∂TS
∂rR

drR
dQAH

+
∂TS
∂rW

drW
dQAH

+
∂TS
∂rG

drG
dQAH

+
∂TS
∂rC

drC
dQAH

+ +
∂TS
∂rU

drU
dQAH

)

+ (
∂TS
∂TR

dTR
dQAH

+
∂TS
∂TW

dTW
dQAH

+
∂TS
∂TG

dTG
dQAH

+
∂TS

∂TGRASS
dTGRASS
dQAH

)

+
∂TS
∂TA

dTA
dQAH

.

(21)

Note that we do not include TC in the decomposition because it can be expressed as a function of other temperature
variables through Equation 3. The terms on the right‐hand‐side of Equation 21 are organized as the baseline
contribution, contribution from resistances, contribution from surface temperatures, and contribution from at-
mospheric temperature.

Figure 8. (a–c) Spatial patterns of dTS/dQAH (unit: K/(Wm− 2)) across threeQAH release methods. (d–f) dTS/dQAH (unit: K/(Wm− 2)) across threeQAH release methods
and across three different urban types. These results are for ΔQAH = 100 W m− 2.
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Again we should acknowledge that by treating TS as a function of TA and TG (as well as other variables), only
method 3 will have baseline contribution. For the revised method 1 and method 2, the influence of QAH on TS is
communicated through TA and TG, respectively. Note that the default method 1 would also include baseline
contributions due to the treatment ofQAH in method 1 (see Equation 20). The revised method 1, on the other hand,
removes the baseline contributions for dTS/dQAH , as elaborated in the previous section.

A comparison between WRF outputted TS and our diagnosed TS is conducted. As shown in Figure S6 in Sup-
porting Information S1, the diagnosed TS matches the WRF outputted TS exactly. Figure 9 shows the

Figure 9. Decomposition of dTS/dQAH (unit: K/(Wm− 2)) estimated with threeQAH release methods for ΔQAH = 100Wm− 2. From top to bottom: all urban types, urban
type 1, urban type 2, urban type 3.
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decomposition results of dTS/dQAH with ΔQAH = 100Wm− 2. The decomposition is performed for all urban grid
cells (a‐c), urban type 1 (d‐f), urban type 2 (g‐i), and urban type 3 (j‐l). Across the three methods, contributions
from resistances are relatively small, making dTS/dQAH mainly influenced by baseline contributions, contribu-
tions from surface temperatures, and contributions from atmospheric temperature. Among the surface temper-
atures, those making important contributions are the canyon ground temperature and wall temperature, as can be
inferred from Figure S5 in Supporting Information S1.

Both baseline contributions and surface temperature contributions show a much stronger dependence on urban
types than their counterparts for dTC/dQAH . For baseline contributions, this can be inferred from ∂TS/∂QAH . For
SVs 1 and 3, one can show

∂TS
∂QAH

= furbanrU

⎛

⎜
⎜
⎜
⎜
⎝

G
R+G

1
rC

2H
R+G

1
rW
+ G
R+G

1
rG
+ G
R+G

1
rC

⎞

⎟
⎟
⎟
⎟
⎠
(
1
Ca
δ3i). (22)

For SVs 2 and 4, one can show

∂TS
∂QAH

= furbanrU

⎛

⎜
⎜
⎜
⎜
⎝

1
rC

2H
R+G

1
rW
+ 1
rG
+ 1
rC

⎞

⎟
⎟
⎟
⎟
⎠
(
1
Ca
δ3i). (23)

The impervious surface fraction furban explicitly shows up in ∂TS/∂QAH (see both Equations 22 and 23), which is
in contrast to the results for ∂TC/∂QAH (see Equations 18 and 19). One can also show that the partial derivatives of
TS with respect to surface temperatures like TW and TG are also strongly and positively dependent on furban (see
Supporting Information S1), which is why the surface temperature contributions are dependent on urban types.
Although the atmospheric temperature contributions are small, the partial derivative of TS with respect to at-
mospheric temperature (∂TS/∂TA) also depends on furban (see Supporting Information S1) and thus atmospheric
temperature contributions show dependence on urban types. As a result, dTS/dQAH shows an overall dependence
on urban types.

A more intuitive way to understand the urban type dependence of dTS/dQAH is to recognize thatQAH is defined as
a flux per unit area of impervious land while TS is a temperature for the entire grid cell. With the same amount of
QAH per unit area of impervious land, grid cells with higher fractions of impervious land receive stronger heat
inputs per unit area of grid cell. This is why grid cells of urban type 3 (industrial and commercial urban land),
which have higher impervious surface fractions, tend to have higher values of dTS/dQAH .

3.2.3. QAH Release Methods: T2

Figure 10 compares dT2/dQAH across three QAH release methods for simulations with ΔQAH = 100 W m− 2. As
can be seen, dT2/dQAH differ less across the three methods than dTC/dQAH and dTS/dQAH . The spatial mean
values of dT2/dQAH are 0.004–0.009 K/(W m− 2) for the revised method 1, 0.007–0.01 K/(W m− 2) for method 2,
and 0.008–0.012 K/(W m− 2) for method 3. Namely, the values for method 3 are about 1.5–2 times the values in
the revised method 1. In terms of spatial variability, dT2/dQAH shows some dependence on urban types, which is
stronger than dTC/dQAH but weaker than dTS/dQAH .

Similar to the decomposition for dTS/dQAH , we decompose dT2/dQAH by utilizing Equations 3, 10, 12 and 15,
and definitions of QR, QW , and QG. With these equations, T2 becomes a function of prognostic temperature
variables (i.e., TR, TW , TG, TGRASS, TA), resistances (i.e., rR, rW , rG, rC, rU , r2), and QAHδi3. The T2 diagnosed this
way matches the WRF outputted T2 exactly as shown in Figure S7 in Supporting Information S1. Based on this,
we can decompose dT2/dQAH following
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dT2

dQAH
=

∂T2

∂QAH

+(
∂T2

∂rR
drR
dQAH

+
∂T2

∂rW
drW
dQAH

+
∂T2

∂rG
drG
dQAH

+
∂T2

∂rC
drC
dQAH

+
∂T2

∂rU
drU
dQAH

+
∂T2

∂r2
dr2
dQAH

)

+(
∂T2

∂TR
dTR
dQAH

+
∂T2

∂TW
dTW
dQAH

+
∂T2

∂TG
dTG
dQAH

+
∂T2

∂TGRASS
dTGRASS
dQAH

)

+
∂T2

∂TA
dTA
dQAH

.

(24)

The terms on the right‐hand‐side of Equation 24 are the baseline contribution, contribution from resistances,
contribution from surface temperatures, and contribution from atmospheric temperature.

Figure 11 shows the decomposition results of dT2/dQAH with ΔQAH = 100Wm− 2. Across the three methods, the
main contributions for dT2/dQAH are contributions from surface temperatures (especially canyon ground and wall
temperatures), contributions from atmospheric temperature, and the baseline contributions (only for method 3).
Compared to the decomposition results of dTS/dQAH , the baseline contributions and surface temperature con-
tributions for dT2/dQAH are reduced, while contributions from atmospheric temperature are enhanced. The reason
for the reduction of the baseline contribution can be explained by deriving ∂T2/∂QAH , as follows

∂T2

∂QAH
= (

rU − r2
rU

)
∂TS
∂QAH

. (25)

Figure 10. (a–c) Spatial patterns of dT2/dQAH (unit: K/(W m− 2)) across three different QAH release methods. (d, e, f) dT2/dQAH (unit: K/(W m− 2)) across three QAH
release methods and across three different urban types. These results are for ΔQAH = 100 W m− 2.
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From Equation 25 one can see that ∂T2/∂QAH differs from ∂TS/∂QAH by a factor of (rU − r2)/ rU, which is smaller
than unity. One can similarly show that the partial derivatives of T2 with respect to key surface temperature
variables (TW and TG) are smaller than their counterparts for TS (again they differ by a factor of (rU − r2)/ rU , as
shown in Supporting Information S1). The enhanced contributions from atmospheric temperature can be un-
derstood by comparing ∂T2/∂TA to ∂TS/∂TA (see Supporting Information S1). Intuitively, the schematic in
Figure 2 makes it clear that compared to TS, T2 is influenced more strongly by TA.

The examination of the partial derivatives (e.g., Equation 25) suggests that the baseline contributions to
dT2/dQAH would depend on urban types given that the baseline contributions to dTS/dQAH depend on urban

Figure 11. Decomposition of dT2/dQAH (unit: K/(W m− 2)) estimated with three QAH release methods for ΔQAH = 100 W m− 2. From top to bottom: all urban types,
urban type 1, urban type 2, urban type 3.
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types. This is consistent with the results shown in Figure 11. The atmospheric contributions to dT2/dQAH also
show clear urban type dependence, which is similar to the results for dTS/dQAH. However, the surface tem-
perature contributions to dT2/dQAH show no clear dependence on urban type (at least compared to their coun-
terparts for dTS/dQAH). This explains why overall the urban type dependence of dT2/dQAH is weaker than that of
dTS/dQAH (cf., Figure 10 to Figure 8).

3.2.4. Structural Variants of SLUCM

Overall, dTS/dQAH and dT2/dQAH differ less across the three QAH release methods than dTC/dQAH , but can still
vary by as much as a factor of 4 for dTS/dQAH and 2 for dT2/dQAH . In this section, we examine the how
dTS/dQAH and dT2/dQAH vary with the four SVs shown in Figure 1. Although dTS/dQAH and dT2/dQAH show
dependence on urban types as shown earlier, their variations across the four SVs are similar for each urban type.
Thus only the average results over all urban types are presented here.

As shown in Figure 12 and Table 2, dTS/dQAH and dT2/dQAH differ less across the four SVs compared to
dTC/dQAH . For dTC/dQAH , changing the treatment of roof‐air interaction and the parameterization of rC can alter
it by a factor of 4 (Figure 7) for method 3. However, for dTS/dQAH and dT2/dQAH , the differences are smaller
(Figure 12), with the maximum difference of a factor of 2 for dT2/dQAH between SV 2 (0.005 K/(Wm− 2)) and SV
3 (0.01 K/(W m− 2)) with method 2.

The rankings of dTS/dQAH and dT2/dQAH across the four SVs are similar to each other, but are different from
those of dTC/dQAH . For dTC/dQAH , their values are smaller in SVs 2 and 3 compared to those in SV 1, and hence
their values in SV 4 are the smallest. However, for dTS/dQAH and dT2/dQAH , their values are reduced in SV 2 but
more strongly increased in SV 3.Moreover, their values in SV 4 are more similar to those in SV 3 than those in SV
2, indicating that the parameterization of rC has a stronger influence on dTS/dQAH and dT2/dQAH than the
treatment of roof‐air interaction.

Figures S8 and S9 in Supporting Information S1 examine the variations of dTS/dQAH and dT2/dQAH , respec-
tively, across 4 different SVs with method 3. One feature of Figures S8 and S9 in Supporting Information S1 is
that the baseline contributions consistently increase from SV 1 to SV 2 and from SV 1 to SV 3. As a result, SV 4
has the strongest baseline contributions for both dTS/dQAH and dT2/dQAH . These results are caused by the facts
that (a) ∂TS/∂QAH in SV 2 is always larger than ∂TS/∂QAH in SV 1 (cf., Equation 23 to Equation 22), (b)
∂TS/∂QAH increases with decreasing rC (see Equation 22) and hence is larger in SV 3 than in SV 1, and (c)
∂T2/∂QAH scales with ∂TS/∂QAH (see Equation 25).

One can also show that ∂TS/∂TA becomes smaller in SV 3 than in SV 1 (see Supporting Information S1). This
is consistent with how the contributions of atmospheric temperature to ∂TS/∂QAH differ between SV 3 and SV
1 (cf. Figure S8c to Figure S8a in Supporting Information S1). However, contribution is the product of the
partial derivative and the change of the contributing factor. Simply examining the partial derivative does not
always provide the full picture (unless the change of the contributing factor is the same such as for baseline
contributions where QAH is identical for all four SVs). For example, one can show that ∂T2/∂TA in SV 3 is
smaller than in SV 1, yet the contribution of atmospheric temperature is actually higher in SV 3 than in SV 1
(cf. Figure S9c to Figure S9a in Supporting Information S1). This is because ΔTA is stronger in SV 3 due to
the enhanced QU as a result of smaller rC.

Changes of contributions from surface temperatures and resistances do not show consistent patterns across the 4
SVs. This is partly because of the grouping of several surface temperatures (and resistances). The opposing
changes within the group make it difficult to explain succinctly the combined changes.

4. Summary and Discussion
Using a suite of numerical simulations over the Greater Boston area conducted with WRF‐SLUCM, the structural
uncertainty associated with the sensitivity of urban temperatures to anthropogenic heat flux is quantified. In
particular, we focus on how the sensitivity varies across three QAH release methods and four SV of SLUCM
(Figure 1). These different methods of releasing QAH into the urban environment and SV of SLUCM are all
credible model choices, meaning that none of them can be rejected based on our current understanding of urban‐
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Figure 12. (a, c, e) dTS/dQAH and (b, d, f) dT2/dQAH across threeQAH release methods and four different SVs (see Figure 1).
These results are for ΔQAH = 100 W m− 2 and for all urban types.
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atmosphere interaction and each of them can be found in the current generation of urban canopy models. Here we
show that the sensitivity of urban canopy air temperature (TC) to anthropogenic heat flux can differ by an order of
magnitude across the three QAH release methods and by a factor of 4 across the four SV, highlighting the sub-
stantial structural uncertainty of dTC/dQAH . The sensitivities of urban surface (TS) and 2‐m air (T2) temperatures
to anthropogenic heat flux are less affected by changing theQAH release method and the structure of SLUCM, but
their sensitivities to anthropogenic heat flux can still vary by as much as a factor of 4 for surface temperature and 2
for 2‐m air temperature.

It is important to discuss the implications and limitations of this work. First, understanding the structural un-
certainty (as well as other uncertainties not examined here) associated with the sensitivity of urban temperatures
to anthropogenic heat flux is important not only because this exercise yields insights into the physical processes
controlling how urban temperatures respond to QAH , but also because these uncertainties provide some guidance
as to how much uncertainty in the magnitude of QAH could be tolerated. The uncertainty in the magnitude of QAH
is well recognized and research on quantifying/reducing such uncertainty should be encouraged. Nonetheless, it is
important to realize that the uncertainty associated with the magnitude of QAH is only half of the story. Of equal
importance is to quantify/reduce the uncertainty associated with the sensitivity. Along the same lines, while the
scale dependence ofQAH has long been recognized in the literature (QAH is a flux and almost by definition is scale‐
dependent), this work highlights that the sensitivity of urban temperatures to anthropogenic heat flux also depends
on the scale at which the urban temperatures are defined, which may or may not be the same scale at whichQAH is
defined. Some thought experiment of matching the scales at whichQAH and temperatures are defined can actually
produce insights into the variability of dT/dQAH . For example, the canopy air temperature is implicitly defined
over the canyon in SV 1 while it is defined over the entire impervious land in SV 2. Hence it is not surprising that
∂TC/∂QAH in SV 2 is weaker than in SV 1. Similarly, QAH is defined over the impervious land in WRF‐SLUCM
while the surface temperature TS and 2‐m air temperature T2 are defined over the grid cell. Hence the sensitivities
of TS and T2 to QAH are highly dependent on the impervious surface fraction within the grid cell furban (the larger
the furban, the higher these sensitivities).

Second, the large uncertainty associated with the WRF‐SLUCM simulated dT/dQAH is fundamentally related
to the challenges associated with simplifying complex urban environments in numerical models. In reality,
QAH sources can exist at multiple levels within the urban canopy. Air conditioning and ventilation systems can
release heat from any building floor levels, rooftops, or the ground. Additionally, heat emissions from vehicles
and industrial processes add to the complexity of QAH source distribution. A recent study showed that the heat
release location can have a strong impact on the simulated canopy air temperature and such impacts vary
across seasons (L. Chen et al., 2024). This vertical variability of QAH source distribution justifies the three
QAH release methods within the confines of SLUCM, but the vastly different dT/dQAH values in the three
QAH release methods suggest potential benefits of employing more detailed descriptions of QAH sources. The
vertical distribution of QAH sources could be used to inform the partition of QAH release in SLUCM (e.g., how
much QAH should be released according to revised method 1 and how much should be released according to
method 3). It can be also used with more sophisticated urban canopy models. One such model in WRF is the
multi‐layer UCM or BEP (Building Effect Parameterization) developed by Martilli et al. (2002). Unlike the
SLUCM, the BEP recognizes that sources and sinks of heat, moisture, and momentum are distributed verti-
cally throughout the entire urban canopy layer. While the current BEP in WRF does not directly use QAH as an
input, it can incorporate QAH from air conditioning and ventilation at each building floor when coupled with a
building energy model (BEM) (e.g., Salamanca et al., 2014; Takane et al., 2019). Therefore, using BEP‐BEM
can potentially better capture the vertical variability of QAH sources (at least from the building sector) and thus
mitigate some of the structural uncertainties discussed in this study.

Third, this work examines various urban temperatures, including the canopy air temperature, surface temperature,
and 2‐m air temperature. Also examined are the roof surface temperature, the wall surface temperature, the canyon
ground surface temperature, as well as the grass surface temperature. AddingQAH into the model tends to increase
all these temperatures, yet their sensitivities to QAH differ. We do not, however, focus on the difference among
different temperature variables in terms of their sensitivities to QAH , although such difference can be inferred
from our results (e.g., in method 2 where QAH is released to the urban canyon ground the sensitivity of TG is
higher than the sensitivity of TC, while in method 3 where QAH is released within the urban canyon the
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sensitivity of TC is higher than the sensitivity of TG). Instead, we focus on how the sensitivities of TC, TS, and T2
vary across the threeQAH release methods and the four SV. Among the three key temperatures examined here (TC,
TS, andT2),TC tends to varymore stronglywithQAH releasemethods andmodel SV thanTS andT2. Thiswork does
not, however, addresswhich temperature should be used as the goldenmetric tomeasure the effect ofQAH . Nor does
this work justify the current ways through which TS and T2 are diagnosed. Other methods of diagnosing TS and T2
within theWRF‐SLUCM framework have been proposed elsewhere (Li &Bou‐Zeid, 2014; Theeuwes et al., 2014)
and different UCMs might have different ways of diagnosing TS and T2 (Qin et al., 2023). Moreover, it is not the
purpose of this work to recommend whether, when, and where TC or T2 should be used if one was interested in
studying urban air temperatures. Nonetheless, by clarifying the differences between TC and T2 (including their
different sensitivities toQAH), this workmight provide some insights as to how TC and T2, as well as their changes,
should be interpreted. Similarly, this study does not provide justification to the current parameterizations for
various resistances. The magnitude and variability of these resistances are not extensively discussed in this study,
but it is clear that they are crucial in controlling the sensitivity of urban temperatures toQAH (e.g., see Equations 18,
19, 22, and 25). These resistances need to be improved as some of them are based on empirical relations derived
from limited data or Monin‐Obukhov similarity theory whose applicability over urban canopies is questionable.

Fourth, the goal of this work is not to simulate the realistic spatial/temporal patterns of the anthropogenic heat flux
effect, which would require realistic spatial/temporal patterns of QAH . Instead, we focus on understanding the
sensitivity of urban temperatures to QAH , or temperature changes per unit increase of QAH . Interestingly, the
sensitivity does not vary strongly with the magnitude of QAH and seems to converge at large values of QAH ,
suggesting limited non‐linearity in the response of urban temperatures to increasing QAH . This is good news for
two reasons: (a) this implies that the number of physical processes controlling dT/dQAH is finite, (b) this opens
the door for quantifying the effect of QAH through Equation 1 with a priori computed dT/dQAH. Further in-
vestigations on the variation of dT/dQAH with QAH are recommended to confirm these conjectures.

Fifth, this work only focuses on a 3‐day summer period and the greater Boston area, and the analysis does not
separate daytime from nighttime. These choices are motivated by the fact that the spatio‐temporal variability has
been investigated in a previous study (Wang et al., 2023) and is not the central focus of this work. Here we should
note that the sensitivities of urban temperatures toQAH will change with meteorological/climatic conditions (e.g.,
wind speed, thermal stratification) and building parameters (which affect momentum and thermal roughness
lengths). However, certain findings are robust such as the weaker ∂TC/∂QAH in SV 2 than in SV 1, as demon-
strated by comparing Equation 19 to Equation 18.

Lastly, although the study byWang et al. (2023) and our work here demonstrate the spatio‐temporal variability and
structural uncertainty associatedwithdT/dQAH , it is perhaps equally important to provide a rule‐of‐thumbvalue for
dT/dQAH for quick estimates. A good rule‐of‐thumb value for dT/dQAH is 0.01 K/(Wm− 2), especially for T2 (see
Figure 12 and Table 2), which is consistent with previous literature (see the review by Wang et al. (2023)). Wang
et al. (2023) provides some physical justification for this value (at least for TC).

Data Availability Statement
The WRF outputs of this work were produced with a modified version of WRF v4.2.2 (Li, 2024a). The scripts to
reproduce the figures are archived as Li (2024b).
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