Electrophysiological correlates of perceptual prediction error are attenuated in dyslexia
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ABSTRACT
A perceptual adaptation deficit often accompanies reading difficulty in dyslexia, manifesting in poor perceptual learning of consistent stimuli and reduced neurophysiological adaptation to stimulus repetition. However, it is not known how adaptation deficits relate to differences in feedforward or feedback processes in the brain. Here we used electroencephalography (EEG) to interrogate the feedforward and feedback contributions to neural adaptation as adults with and without dyslexia viewed pairs of faces and words in a paradigm that manipulated whether there was a high probability of stimulus repetition versus a high probability of stimulus change. We measured three neural dependent variables: expectation (the difference between prestimulus EEG power with and without the expectation of stimulus repetition), feedforward repetition (the difference between event-related potentials (ERPs) evoked by an expected change and an unexpected repetition), and feedback-mediated prediction error (the difference between ERPs evoked by an unexpected change and an expected repetition). Expectation significantly modulated prestimulus theta- and alpha-band EEG in both groups. Unexpected repetitions of words, but not faces, also led to significant feedforward repetition effects in the ERPs of both groups. However, neural prediction error when an unexpected change occurred instead of an expected repetition was significantly weaker in dyslexia than the control group for both faces and words. These results suggest that the neural and perceptual adaptation deficits observed in dyslexia reflect the failure to effectively integrate perceptual predictions with feedforward sensory processing. In addition to reducing perceptual efficiency, the attenuation of neural prediction error signals would also be deleterious to the wide range of perceptual and procedural learning abilities that are critical for developing accurate and fluent reading skills.

1. Introduction

Dyslexia is a developmental disorder characterized by poor reading skills despite adequate educational opportunity (Lyon et al., 2003). Numerous studies have documented structural and functional alterations in the brains of individuals with dyslexia (reviewed in Gabrieli, 2009; Linkersdörfer et al., 2012; Martin et al., 2016). Fluent reading involves the integration of visual and linguistic processes, is supported by attention and memory, and may overtly or covertly engage auditory and motor systems. This masterful orchestration has appeared too recently in human culture for it to be shaped by the pressures of natural selection, and therefore the brain’s reading network has been described as one that recycles circuits that subserve evolutionarily older functions (Dehaene and Cohen, 2007). The challenges to developing fluent reading skills in dyslexia must therefore come from latent dysfunction in either the circuits that develop into the reading network or the plasticity
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processes that support repurposing those circuits for reading. In this study, we investigated the neural bases of differences in rapid perceptual adaptation in dyslexia—a recently documented, domain-general deficit that may reflect weakness in the plasticity processes that support learning to read (Ahissar et al., 2006; Gabay and Holt, 2020; Jaffe-Dax et al., 2016; Oganian and Ahissar, 2012). Specifically, we aimed to expand on the evidence for diminished neural adaptation in dyslexia (Perrachione et al., 2016) by determining whether this phenomenon is due to differences in bottom-up feedforward processing, top-down expectations, or their interaction.

1.1. Neural and behavioral adaptation deficits in dyslexia

Neural systems take advantage of consistent sensory information from the environment to make perceptual processing more efficient (Henson, 2003). In many individuals with dyslexia, however, short-term stimulus consistency appears to have a reduced effect on perception. In the auditory domain, for example, frequency discrimination thresholds in the presence of a constant reference stimulus improve for typical readers but not those with dyslexia (Ahissar et al., 2006). Individuals with dyslexia are slower to detect one of a small set of tones in noise (Chalt et al., 2007) and exhibit less-accurate perception of single-talker speech in noise (Ziegler et al., 2009). Individuals with dyslexia also show impairments in learning abstract auditory categories, both natural and linguistic (e.g., voices; Perea et al., 2014; Perrachione et al., 2011) and artificial and nonlinguistic (Gabay and Holt, 2015), suggesting that deficits in short-term perceptual facilitation may be related to difficulties developing long-term perceptual representations. In the visual domain, individuals with dyslexia also have impairments in behaviors that rely upon the extraction of regularities in the sensory environment: They show elevated perceptual thresholds for sinusoidal gratings presented in noise (Sperling et al., 2005) and impaired statistical learning for both simple (Sigurdardottir et al., 2017) and complex visual stimuli (Arciuli and Simpson, 2012). Relative insensitivity to repetition and co-occurrence statistics in dyslexia may ultimately hinder the formation of abstract phonological and orthographic representations that support fluent reading (Chandrasekaran et al., 2009; Harm and Seidenberg, 2004; Seidenberg and McClelland, 1989).

An index of how regularities in the sensory environment may affect perception is the phenomenon of neural repetition suppression. Sometimes also called neural adaptation, repetition suppression describes a reduction in the neural response magnitude to repeated presentations of a stimulus (Grill-Spector et al., 2006). Neural repetition suppression has been correlated with behavioral priming, measured as faster reaction times, reduced perceptual thresholds, and better implicit memory for previously-encountered items (Schacter and Buckner, 1998). Stimulus repetition may enhance performance by attenuating the contributions of weakly-responding units to a given stimulus (Desimone, 1996) or by increasing neural synchrony (Brunet et al., 2014; Hansen and Dragoi, 2011), leading to perceptual representations that are more efficient (Wiggs and Martin, 1998) and more robust to noise (Ariani et al., 2009; Khalighinejad et al., 2019). Studies of dyslexia have observed atypical neural adaptation processes, indexed by reduced adaptation of the hemodynamic response to repetitions of voices, auditory words, and visual words, objects, and faces (Perrachione et al., 2016) and by smaller magnitude and shorter duration of neural adaptation to auditory tones (Jaffe-Dax et al., 2018; Peter et al., 2019). These differences suggest that perceptual facilitation by stimulus consistency may be impeded in dyslexia due to dysfunction in one or more of the mechanisms of rapid neural plasticity that lead to repetition suppression.

The sources of repetition suppression can be accounted for by considering perception within a neurocomputational framework for predictive coding (Friston, 2009; Rao and Ballard, 1999). In such a framework, sensory inputs are processed in the context of top-down predictions; unpredicted sensations (“errors”) propagate up the hierarchy in order to update those predictions (Clark, 2013). The neural response to novelty or surprise—the prediction error—is the learning signal that refines longer-term representations. Conversely, repetition increases predictability, thereby reducing prediction error and the concomitant neural response. Moreover, the magnitude of repetition suppression is greater when repetition is expected (Summerfield et al., 2008, 2011; Todorovic et al., 2011, 2012), implicating the involvement of top-down processes in perception that track probability, integrate over longer timescales, and establish predictions. Thus, changes in the neural response following stimulus repetition reflect the combined effect of both feedforward (bottom-up) and feedback (top-down) processing. This raises the question of whether it is differences in feedforward, feedback, or both processes that underlie the pattern of neural and behavioral repetition deficits in dyslexia.

1.2. The present study

While brain imaging studies have shown reduced neural adaptation to stimulus repetition in dyslexia, these prior methods have not been suitable for understanding the source of such reduction—specifically, whether it is due to differences in feedforward effects of repetition suppression, feedback effects of expectation, or both. In this study, we aimed to determine which mechanisms are responsible for reduced neurophysiological adaptation to stimulus consistency in dyslexia compared to individuals with typical reading abilities. To ascertain the relative disruption of feedforward vs. feedback signals responsible for neural adaptation in dyslexia, we measured EEG to stimulus repetition in contexts in which repetition was highly probable (and where adapted neural responses would reflect top-down expectations) or relatively improbable (and where adapted neural responses would reflect primarily feedforward repetition suppression). We considered this design in the context of three different hypotheses regarding the source of reduced perceptual and neural adaptation in dyslexia.

Hypothesis 1. The Expectation-Deficit Hypothesis. It may be the case that, in dyslexia, the brain fails to generate appropriate top-down expectation signals when context makes stimulus predictions possible. If so, then experimentally manipulating perceptual expectations will have little effect on the brain state of individuals with dyslexia. Expectation and attention are coupled phenomena: Cues that orient attention also activate predictions of expected stimulus features based on prior knowledge (Kastner et al., 1999; Kok et al., 2014; Summerfield and Egner, 2009). Thus, a difference in the neural correlates of expectation might indicate a relative weakness in marshaling top-down resources to organize and facilitate perception in dyslexia. This hypothesis follows from theories that emphasize a causal role for attentional deficits in dyslexia (e.g., Facetti et al., 2006; Vidyasagar and Pammmer, 2010). We expect the neural signature of expectation to be reflected in differences in brain state during initial stimulus encoding between conditions where participants expect a stimulus to repeat vs. where they expect it to change. In particular, these differences are likely to be reflected in the power of neural oscillations, which provide a mechanism for integrating information processing across brain regions (e.g., Wilson et al., 2015). If the ability to generate top-down perceptual expectations is weaker in dyslexia, we would expect that conditions that manipulate the expectation of stimulus repetition would have smaller effects on prestimulus neural oscillatory power in dyslexia vs. typical readers.

Hypothesis 2. The Feedforward-Deficit Hypothesis. Alternatively (or additionally), it may be the case that, in dyslexia, the brain is modulated less by short-term experience. If so, then stimulus repetitions will yield less feedforward repetition suppression in dyslexia, in particular when repetition of a stimulus occurs unexpectedly, thus minimizing the top-down contributions to processing it. How could stimulus repetition not lead to a reduction in neural response, when the same population of neurons should be responsible for encoding it each time (e.g., Martin, Hasan and Cynader, 1998)? If repetitions of an identical stimulus are encoded in a variable manner, short-term perceptual constancy will be
diminished, and its concomitant neural repetition suppression would presumably be attenuated. There is mounting evidence for the sort of neural response variability in dyslexia that could obfuscate the neural signature of repetition suppression (e.g., Centanni et al., 2018; Chandrasekaran et al., 2009; Hornickel and Kraus, 2013; Ziegler et al., 2009). This hypothesis follows from theories positing that variability and inconsistency in feedforward sensory processing are at the core of dyslexia – particularly, the neural noise hypothesis of dyslexia, which formalizes a model of neural hyperexcitability and stochasticity (Hancock et al., 2017). We expect feedforward repetition suppression, unbiased by participants’ top-down expectations of repetition, to be reflected in differences in stimulus-evoked neural responses between repeated vs. novel stimuli when participants do not expect stimuli to repeat. If differences in feedforward repetition suppression are the source of neural adaptation deficits in dyslexia, then the difference in response between a repeated and novel stimulus should be smaller in dyslexia than in typical readers.

**Hypothesis 3. The Expectation Integration-Deficit Hypothesis.** Finally, it may be the case that, in dyslexia, intact expectation signals are not effectively integrated into intact feedforward processing. If so, then manipulations of expectation will have similar effects on the anticipatory brain states of individuals with dyslexia as those of typical readers, but dyslexics’ neural responses to subsequent stimuli will reflect neither the reduction in prediction error that comes with fulfilled expectations (i.e., expectation suppression; Todorovic et al., 2011) nor the increase in prediction error triggered by a violation of expectation. This response profile has not yet been explicitly examined in dyslexia, although it may be related to reduced mismatch negativity (MMN) findings in dyslexia (Maurer et al., 2003; Neuhoff et al., 2012; Schulte-Körne et al., 2001), as properties of the MMN are well accounted for under a predictive coding framework (Baldeweg, 2007; Garrido et al., 2009; Wacongne et al., 2012). However, like the MMN-eliciting oddball paradigm, prior studies showing neural adaptation deficits in dyslexia have relied on highly predictable stimulus repetition, which precludes the ability to disentangle the effects of automatic, feedforward repetition from those of feedback-meditated stimulus expectation and prediction. This hypothesis – that intact perceptual processing and representations may be less susceptible to top-down influences in dyslexia – follows from theories suggesting that perceptual representations are intact in this disorder, but that access to them during tasks is impeded (Boets et al., 2013; Ramus and Szenkovits, 2008). We expect the neural signature of prediction error to be reflected in the difference in stimulus-evoked neural response when specific top-down perceptual expectations are violated. That is, a prediction-error response should be elicited when a specific stimulus is expected, but a different stimulus is encountered instead. If such prediction error-related responses are reduced or absent in dyslexia, this would suggest that the source of neural adaptation deficits rests in the failure to successfully integrate top-down perceptual expectations with feedforward sensory encoding.

We designed the present study to adjudicate among these three hypotheses. We recorded scalp electroencephalography (EEG) from adults with and without dyslexia as they viewed stimuli under two different conditions that manipulated the expectation of stimulus repetition. We used visual stimuli because they have been shown to yield event-related potential (ERP) and spectral power effects related to manipulations of repetition and expectation (Summerfield et al., 2011). We also investigated whether the hypothesized prediction-error or repetition-suppression impairments are specific to the perceptual demands of reading print by using two categories of complex visual stimuli: printed words and human faces, each of which is processed in highly-specialized, category-specific regions of occipitotemporal cortex (Kanwisher et al., 1997; McCandliss et al., 2003). If adaptation effects are specific to reading or print, we would expect to see group differences for conditions involving words (but not faces), which could be attributed to a core dysfunction in the neural processes involved in reading.

Although dyslexia is ecologically associated with specific difficulty developing expert reading skills, laboratory tasks have revealed subtle but significant deficits in face processing in this group, as well (Gabay et al., 2017; Sigurdardottir et al., 2018). Therefore, if we see group differences in both word and face conditions, this would alternatively suggest that dysfunction of the neural mechanisms for prediction and adaptation are perceptually nonspecific in dyslexia, consistent with the fact that these skills both mature during development (Palmeri et al., 2004), and the cortical processing of text is likely an orchestration of brain areas evolved for other purposes, including perceiving faces (Behrmann and Plaut, 2013; Plaut and Behrmann, 2011; Dehaene and Cohen, 2007; Price and Devlin, 2011; cf. Dehaene-Lambertz et al., 2018).

Following Summerfield and colleagues (2008; 2011), we presented pairs of stimuli during experimental conditions that orthogonally manipulated the expectation of stimulus repetition vs. the stimulus repetition itself. We investigated top-down effects of expectation (Hypothesis 1), operationalized as the differential modulation of pre-stimulus spectral power between conditions with high vs. low probability of upcoming stimulus repetition. We investigated feedforward effects of repetition (Hypothesis 2), operationalized as the difference in ERPs evoked by repeated vs. novel stimuli when participants did not expect stimuli to repeat. Finally, we investigated the integrated top-down and feedforward effects of prediction error (Hypothesis 3), operationalized as the difference between ERPs elicited by stimuli that fulfilled vs. violated the expectation of repetition. By determining how individuals with dyslexia differ from typical readers in these three components of predictive processing, we can ascertain whether behavioral and neural adaptation deficits in dyslexia are attributable to differences in bottom-up mechanisms of repetition suppression, top-down mechanisms of expectation and prediction error, or their integration.

## 2. Methods

### 2.1. Participants

Individuals with dyslexia (N = 20; 12 female, 8 male; age 19–32 years, mean ± standard deviation = 25 ± 4) and typical readers (N = 20; 9 female, 11 male; age 18–31 years, 23 ± 4) participated in this study. All were native speakers of English who reported no history of neurodevelopmental disorder. All participants scored 90 or above on the Performance IQ subscale of the Wechsler Abbreviated Scale of Intelligence (WASI; Wechsler, 1999). Inclusionary criteria for the Dyslexia group consisted of a prior clinical diagnosis or lifelong history of reading impairment, in addition to current, age-based standard scores of 90 or below on two or more of the following four measures: Word Identification and Word Attack subtests from the Woodcock Reading Mastery Tests (WRMT; Woodcock, 1998) and Sight Word Efficiency and Phonemic Decoding Efficiency subtests from the Test of Word Reading Efficiency (TOWRE; Torgesen et al., 1999). Members of the typical-reader (Control) group scored above 90 on each of those four measures and reported no history of reading or language difficulties.

Psychometric characterization of the two groups is summarized in Table 1. While the stated inclusion criterion was 90, 17 of 20 participants in the dyslexia group also met the stricter clinical cutoff of two standard error bars below 85. Note also that although the Control group had significantly higher Performance IQ than the Dyslexia group, all participants scored in the average to above-average range. This likely reflects recruitment that drew heavily on the local university communities. Therefore, while scoring significantly below Controls on reading and phonological measures, our Dyslexia sample can still be described as...
relatively high-functioning. No participant in the study reported a history of language disorder, and three participants in the Dyslexia group reported a prior diagnosis of attention deficit hyperactivity disorder (ADHD)—a known comorbidity of dyslexia (Germano et al., 2010). In supplemental analyses, we examined whether IQ or ADHD status affected our results (see Table 2.6.4, below).

Informed, written consent was obtained from all participants, as approved and overseen by the Massachusetts Institute of Technology Committee on the Use of Humans as Experimental Subjects.

2.2. Stimuli

Face stimuli consisted of 660 unique color photographs of front-facing men and women with neutral expressions positioned against black backgrounds, taken from collections such as the Karolinska Directed Emotional Faces, the NimStim Face Stimulus Set, and the Radboud Faces Database. Word stimuli were 660 unique monosyllabic English nouns (e.g., boon, sled, wheat) written in lowercase Arial typeface and presented in black on a white background. Each stimulus (S1 and S2) was presented for 750 ms, with a 500-ms inter-stimulus interval (ISI) between stimuli in a pair. The screen was blank for 500 ms before and after each trial (an effective 1000 ms inter-trial interval (ITI)). After every two trials, a fixation cross appeared on the screen for 1900 ms, which served as participants’ cue to blink. Participants were asked to refrain from blinking until the blink cue. Approximately 1 min of practice was administered in order to familiarize participants with the procedure and with the timing of the blink cue. To ensure attention, participants performed the target-detection task by pressing a button with their right hand in response to any upside-down face or word. These targets appeared on ~5% of trials, distributed pseudorandomly across conditions. Targets always appeared on the S2 stimulus. Trials containing targets were analyzed for participants’ behavioral responses (i.e., response time and accuracy) but discarded from electrophysiological analyses. Each participant was exposed to 440 trial pairs during the Faces run and 440 trial pairs during the Words run, with the run order balanced within and across groups. To avoid item-specific effects, each participant viewed one of four counterbalanced stimulus lists for Faces and for Words. No word or face stimulus appeared in more than one trial per participant.

2.3. Procedure

Fig. 1 illustrates the experimental task design. Participants performed a rare target-detection task while viewing pairs of visually presented faces or words. Across trials, we varied whether the second stimulus (S2) was a repeat of the first (S1); across blocks, we varied the probability of such a repetition. Face and Word stimuli were presented in two separate runs, each lasting ~30 min. Five, 3-min blocks each of the Expect Repeat and Expect Change conditions, beginning with Expect Repeat, alternated throughout each run (thereby reducing order effects), with visual instructions preceding each: “Now you will see the repeating condition. You will usually see each face twice in a row. Watch for the upside-down faces,” or, “Now you will see the non-repeating condition. You will usually see each face only once. Watch for the upside-down faces,” (or “words”), respectively. In the Expect Repeat condition, Expected Repetitions occurred on 75% of trials and Unexpected Changes occurred on 25% of trials; in the Expect Change condition, these probabilities were reversed, with 25% Unexpected Repetition and 75% Expected Change trials (Summerfield et al., 2008; Kalilukhovich and Vogels, 2010). Prior to the experiment, participants were given an oral explanation of the two conditions in the same language quoted above.

2.4. EEG data acquisition

The experiment was conducted in a sound-attenuating, electrically shielded booth in which participants were seated in front of a cathode-ray tube monitor with a 60-Hz refresh rate. EEG was recorded during the task with the Biosemi ActiveTwo System (Biosemi, Amsterdam), using a 32-electrode cap conforming to the international 10–20 system. External electrodes were placed on the left and right mastoids and the tip of the nose, and electro-oculograms were recorded from the left infra-orbital ridge and the right lateral canthus. Impedance was ensured to be <40 μV in each channel. EEG was recorded with a low-pass hardware filter with a half-power cutoff at 104 Hz and digitized at 512 Hz with 24 bits of resolution.

2.5. Behavioral data analysis

In order to characterize differences between the Control and Dyslexia groups in reading, phonological, or cognitive measures, we compared standard scores on the behavioral assessments using independent-samples t-tests, and computed Cohen’s d as a measure of effect size. (Note that performance on the WRMT and TOWRE were the inclusionary criteria, and group differences should be interpreted accordingly.) To determine whether the groups differed in processing the stimuli during EEG recording, we compared their response times and accuracy (percent of targets detected) in two repeated-measures analyses of
variance (ANOVA) with within-subjects factors of Stimulus (Faces or Words) and Condition (Expect Repeat or Expect Change), and a between-subjects factor of Group (Control or Dyslexia). All tests were performed in R 3.3.3 (R Core Team, 2017).

2.6. EEG/ERP data analysis

2.6.1. Preprocessing

A separate EEG dataset was created for each stimulus type (i.e., Faces and Words). The data were preprocessed using the EEGLAB 12.0.2.6b toolbox (Delorme and Makeig, 2004) in MATLAB 2014a (The Math-Works, Natick, MA). Data were referenced to the average of the left and right mastoids and band-pass filtered from 0.1 to 100 Hz using a zero-phase, windowed-sinc, finite-impulse-response filter. Continuous data were epoched from −1000 to 3150 ms with respect to the onset of each stimulus, excluding the rare upside-down target stimuli. These epochs captured the interval during which participants were instructed to blink. Independent components analysis was performed and components whose spectra and scalp topography were characteristic of blinks, muscle artifact, or single-trial electrode pops were removed from the data. On average, across participants, 3.69 (s.d. = 1.83, range = 1–10) of 32 components were removed from each dataset. Subsequently, any epoch in which the peak-to-peak voltage exceeded 200 μV was removed from the dataset. Of the two frequent trial types (Expected Repetitions and Expected Changes), an average of 151.18 trials (s.d. = 7.49, range = 107–164) remained after artifact rejection; this number did not differ by group or stimulus type (repeated-measures ANOVA; all F’s < 0.42, p’s > 0.52). Of the two infrequent trial types (Unexpected Repetitions and Unexpected Changes), an average of 35.31 trials (s.d. = 2.63, range = 36–57) remained; this number did not differ by group or stimulus type (repeated-measures ANOVA; all F’s < 0.52, p’s > 0.47).

2.6.2. Time-frequency representations

Time-frequency representations (TFRs) of single-trial EEG were calculated with a multi-taper convolution method, with a Hanning taper for frequencies from 1 to 20 Hz in 1-Hz steps using the ft_freqanalysis function in the FieldTrip toolbox (version 18-02-22; Oostenveld et al., 2011). The window length was fixed at 1000 ms, sliding by 50-ms steps from −500 to 2500 ms relative to the onset of the first stimulus (S1); times reported in the Results section indicate the center timepoint of a 50-ms analysis window. The single-trial TFR data were baseline corrected by calculating the relative power change with respect to the average power estimate from −500 to 0 ms (prior to S1 onset) over all trials (all conditions).

As the TFRs index the neural oscillatory power reflecting differences in ongoing brain state, we focused on the TFRs prior to the presentation of the second stimulus (S2) in conditions that modulated participants’ expectation that S2 would repeat (Expect Repeat) or change (Expect Change) from S1. To understand the effects of expectation on neural oscillatory power in anticipation of S2, we used data from the Control group to identify data-driven regions of interest (ROIs) during the time window from 0 to 1250 ms relative to S1 onset. In the Faces and Words conditions separately, we contrasted the TFRs from all trials in the Expect Repeat condition with those from all trials in the Expect Change condition, regardless of whether the trial went on to be a Repetition or a Change at S2. Specifically, at the subject level, we computed the differences in mean oscillatory power in the Expect Repeat vs. the Expect Change condition for each time × channel × frequency data point. At the group level, the subject-level mean differences across frequencies (1–20 Hz), all 32 scalp channels, and time (0–1250 ms relative to S1 onset) were contrasted against zero with a dependent-samples t-test (Maris and Oostenveld, 2007). We employed cluster-based correction based on the Monte Carlo significance probability estimated with 2000 random partitions. This procedure resulted in frequency × channel × time clusters that revealed significant differences in the Expect Repeat and Expect Change conditions (two-tailed α < 0.05). For each expectation cluster and for each participant, we extracted the mean TFR value within the cluster, averaged across trials, for the Expect Repeat and Expect Change conditions. We submitted these values to a repeated-measures ANOVA that included a within-subject factor of Expectation (Expect Repeat vs. Expect Change) and a between-subjects factor of Group (Control vs. Dyslexia). Post-hoc t-tests were performed on significant interactions to ascertain differences in the magnitude and direction (polarity) of simple effects; p-values from post-hoc tests are uncorrected. This analysis tested whether effects of perceptual expectation differed by group (Hypothesis 1).

2.6.3. Event-related potentials

Event-related potentials (ERPs) were calculated using the ft_timefreqanalysis function in FieldTrip. The single-trial data were baseline corrected by subtracting the mean voltage over the 200 ms immediately preceding trial onset.

As the ERPs index the rapid neural response to a stimulus repetition or change, we focused on the ERPs during the presentation of the second stimulus (S2) that changed from vs. repeated the first stimulus (S1). In order to examine whether and how these neural responses differed between the Dyslexia and Control groups, we first defined data-driven ROIs based on the evoked responses of the Control-group participants. In the Faces and Words conditions separately, we contrasted evoked responses to S2 that changed from vs. repeated S1. We defined two different types of ERP ROIs, repetition ROIs and prediction error ROIs:

Repetition ROIs were defined in the Expect Change condition, when stimulus-specific predictability was low. The difference between the frequent Expected Change trials and the infrequent Unexpected
Repetition trials represents the neural signature of feedforward repetition effects (Expected Change – Unexpected Repetition).

**Prediction-error ROIs** were defined in the Expect Repeat condition, when stimulus-specific predictability was high. The frequent Expected Repetition trials represent fulfilled expectations, whereas the infrequent Unexpected Change trials represent violated expectations; therefore, the difference in neural response magnitude between these trial types indexes the neural signature of prediction error (Unexpected Change – Expected Repetition).

Specifically, for the Expect Repeat and Expect Change conditions separately, we computed single-subject-level ERP differences between Change and Repetition trials during the presentation of S2. Across subjects in the Control group, the mean ERP differences across all 32 scalp channels and the 750 ms between the onset and offset of S2 were compared against zero via a permutation-based dependent samples t-test. As in the TFR analysis, the significance of a cluster was based on 2000 random Monte Carlo iterations. Channel × time clusters identified by this procedure indicate that Change and Repetition trials are significantly different (two-tailed α < 0.05).

Within each repetition cluster, we extracted the mean ERP to S2 in the Unexpected Repetition and Expected Change trials. We submitted these values from each participant to a repeated-measures ANOVA with a within-subject factor of Repetition (Repetition vs. Change) and a between-subjects factor of Group (Control vs. Dyslexia). Post-hoc t-tests were performed on significant interactions. This analysis tested whether feedforward repetition effects differed by group (Hypothesis 2).

Within each prediction-error cluster, we extracted the mean ERP to S2 for each of the four trial types (Expected Repetitions, Unexpected Changes, Unexpected Repetitions, and Expected Changes). We submitted these values from each participant to a repeated-measures ANOVA that included within-subject factors for the experimental manipulations (Repetition: Repetition vs. Change; Expectation: Expect Repeat vs. Expect Change) and a between-subjects factor of Group (Control vs. Dyslexia). This analysis examined whether expectation affected the evoked neural response to repetition differently across groups (Hypothesis 3). Note that our approach of first defining ROIs by Change vs. Repetition and then testing for any orthogonal interaction with expectation avoids circular inference (Summerfield et al., 2011). Post-hoc paired- or independent-sample t-tests (as appropriate) were performed to explore significant interactions, and Cohen’s d was calculated as a measure of effect size; as described above, uncorrected p-values are reported for post-hoc tests. Statistical analyses were performed with the es and effsize packages in R.

### 2.6.4. Supplemental analyses

To allow for the possibility that qualitatively different topographies, latencies, or frequencies of expectation, repetition, and/or prediction-error effects might be found in the Dyslexia group, we performed a series of secondary analyses, paralleling those described above, in which we first obtained each type of ROI using data from the Dyslexia group, and then tested these ROIs for between-group differences as described above. These ancillary analyses are reported in Supplementary Materials.

We addressed the fact that the Control and Dyslexia groups differed significantly on Performance IQ by including it as a covariate in each of the ANOVAs described above. In all cases, the results were qualitatively the same as they were without the covariate: effects and interactions that were previously significant remained significant, and effects and interactions that were previously non-significant remained non-significant. Therefore, we elected to report the results without the IQ covariate.

Prior studies have also suggested a link between ADHD and disruption of prediction error (Cockburn and Holroyd, 2010). We ensured that the inclusion of three participants in the Dyslexia group who reported a prior diagnosis of ADHD did not alter the overall pattern of results. These individuals were not outliers in terms of the accuracy and speed of their behavioral responses in the target detection task. All ANOVAs described above were repeated without these individuals, with only minor statistical differences obtaining, suggesting that ADHD comorbidities do not drive the effects above.

### 3. Results

#### 3.1. Behavioral results

By design, the Dyslexia group performed significantly below the Control group on the four measures of single-word reading serving as inclusionary criteria; they also performed significantly below the Control group on measures of phonological processing, sentence-reading fluency, digit span, and performance IQ (Table 1).

Participants performed with high accuracy on the incidental target detection task during EEG recording, as detailed in Table 2. There were no significant differences in accuracy or response time between the Control and Dyslexia groups, and no significant effects of stimulus type or expectation condition (accuracy: all F’s < 2.02, p’s > 0.16; response time: all F’s < 2.25, p’s > 0.14).

#### 3.2. Effects of perceptual expectations on neural oscillations

When higher-level cognitive operations generate an expectation about upcoming perceptual experiences, they must also instantiate a brain state conducive to transmitting that expectation to lower-level centers responsible for sensation and perception. Neural oscillations are one mechanism by which the brain can coordinate information flow across diverse regions, such as those responsible for generating perceptual expectations and those responsible for encoding incoming stimuli (Wilson et al., 2015). Correspondingly, differences in brain state between when specific perceptual expectations have been generated (e.g., our Expect Repeat condition) vs. when no specific expectation is possible (e.g., our Expect Change condition) should elicit quantitatively different patterns of neural oscillatory activity prior to the expected stimulus. In order to evaluate Hypothesis 1 (group differences in generating top-down perceptual expectations), we investigated whether manipulating participants’ expectations about stimulus repetition between the Expect Repeat and Expect Change conditions translated into modulations of spectral power prior to S2 presentation, and whether this modulation differed between Control and Dyslexia groups.

#### 3.2.1. Expectation effects: faces

As defined in the Control group, the EEG was significantly modulated by expectation. One broadly-distributed cluster, observed spectrally from 6 to 13 Hz and temporally from 100 to 1250 ms (with respect to S1 onset), was identified as sensitive to Expectation, showing oscillatory desynchronization in the Expect Repeat condition relative to the Expect Change condition (Fig. 2A–C). Within this cluster there was no main effect of Group, nor a Group × Expectation interaction (Table 3).

#### Table 2

<table>
<thead>
<tr>
<th>Measure</th>
<th>Stimulus</th>
<th>Condition</th>
<th>Control Mean</th>
<th>Control SD</th>
<th>Dyslexia Mean</th>
<th>Dyslexia SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Faces</td>
<td>ExpChg</td>
<td></td>
<td>100</td>
<td>0</td>
<td>98</td>
<td>6</td>
</tr>
<tr>
<td>Words</td>
<td>ExpChg</td>
<td></td>
<td>100</td>
<td>0</td>
<td>98</td>
<td>6</td>
</tr>
<tr>
<td>Response Time (ms)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Faces</td>
<td>ExpChg</td>
<td></td>
<td>651</td>
<td>81</td>
<td>687</td>
<td>91</td>
</tr>
<tr>
<td>Words</td>
<td>ExpChg</td>
<td></td>
<td>637</td>
<td>72</td>
<td>691</td>
<td>113</td>
</tr>
</tbody>
</table>

**Abbreviations:** ExpChg: Expect Change condition; ExpRep: Expect Repeat condition.
bars represent (between-subjects) SEM. Both groups showed desynchronization in the Control group (Fig. 3B). Within the theta cluster (#2) there was a significant expectation: one in the alpha range (Cluster #1; 10 Hz; 0–150 ms), and another in the theta to low-alpha range (Cluster #2; 6–8 Hz; 0–1150 ms) (Fig. 3A; Table 3). In the alpha cluster (#1), the effect of expectation was reflected in both groups as desynchronization in the Expect Repeat condition (Fig. 3A; Table 3). In both clusters, the main effect of expectation and expectation by feedforward interaction were not significant. In order to evaluate Hypothesis 2 (group differences in feedforward effects of stimulus repetition), we investigated ERPs within ROIs defined by neural responses reflecting repetition effects (Unexpected Repetitions vs. Expected Changes in the Expect Change condition). Hypothesis 2 is tested in the 2-way interaction (Group × Repetition), testing whether the feedforward neural signature of repetition differed between groups.

3.3. Effects of repetition on ERPs

Neural systems responsible for perception must be sensitive to stimulus repetition, even when those repetitions are unexpected. When repetitions are expected, the difference in neural response to the repeated vs. a novel stimulus may reflect in part the effects of top-down expectation. To assess the neural signature associated with uniquely feedforward effects of repetition, we must measure the difference in neural response evoked by a novel stimulus vs. one that repeated unexpectedly. In order to evaluate Hypothesis 2 (group differences in feedforward effects of stimulus repetition), we investigated ERPs within ROIs defined by neural responses reflecting repetition effects (Unexpected Repetitions vs. Expected Changes in the Expect Change condition). Hypothesis 2 is tested in the 2-way interaction (Group × Repetition), testing whether the feedforward neural signature of repetition differed between groups.

3.3.1. Repetition effects: faces

ERPs evoked by Unexpected Repetitions vs. Expected Changes of faces were not significantly different in the Control group (Table 4).

3.3.2. Repetition effects: words

In the Control group, there was a significant difference between Expected Changes and Unexpected Repetitions. Statistical tests identified clusters at 365–512 and 518–522 ms within which there was a significant effect of Repetition (Table 4). In both clusters, the main effect of Group and the Group × Repetition interaction were not significant.

3.4. Effects of prediction error on ERPs

Perceptual prediction error arises in the case when there is a mismatch between the stimulus that was expected and the stimulus that was actually encountered. In order for expectations to be violated, specific perceptual expectations must be generated, such as when participants are viewing stimuli that are highly likely to repeat. In order to evaluate Hypothesis 3 (group differences in integration of top-down expectation and feedforward perception), we investigated ERPs within ROIs defined by neural responses reflecting prediction error (Unexpected Changes vs. Expected Repetitions). Hypothesis 3 is tested in a 3-way interaction (Group × Repetition × Expectation), testing whether the distinct neural signature of prediction error differed between groups.

### Table 3

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Time (ms)</th>
<th>Freq. (Hz)</th>
<th>Distribution</th>
<th>Polarity</th>
<th>ANOVA Results</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Faces</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#1</td>
<td>100–1250</td>
<td>6–13</td>
<td>central</td>
<td>ExpChg &gt; ExpRep</td>
<td>Group</td>
<td>0.34</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Expectation</td>
<td>51.61</td>
<td>&lt;0.0001 ***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Group × Expectation</td>
<td>0.52</td>
<td>0.5</td>
</tr>
<tr>
<td><strong>Words</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#1</td>
<td>0–150</td>
<td>10</td>
<td>central</td>
<td>ExpChg &gt; ExpRep</td>
<td>Group</td>
<td>1.01</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Expectation</td>
<td>18.69</td>
<td>0.0001 ***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Group × Expectation</td>
<td>0.01</td>
<td>0.9</td>
</tr>
<tr>
<td>#2</td>
<td>0–1150</td>
<td>6–8</td>
<td>global</td>
<td>ExpChg &gt; ExpRep</td>
<td>Group</td>
<td>1.13</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Expectation</td>
<td>43.85</td>
<td>&lt;0.0001 ***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Group × Expectation</td>
<td>5.11</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Cluster time ranges are given with respect to the onset of S1. **Abbreviations** as in Table 2.
3.4.1. Prediction error: faces

A Cluster #1

B Cluster #2

Fig. 3. Expectation of word repetition versus change modulates neural oscillations. (A) Oscillatory power prior to S2 onset plotted in Control subjects as a time-frequency representation of the Expect Repeat – Expect Change contrast, where color indicates the t-statistic. Two clusters (white outlines) were identified in the Control group. (B) Topographical plot of the cluster at 10 Hz. The t-statistic is averaged over time and frequency. Dark electrodes belong to the cluster. In the barplot, mean-difference values extracted from the cluster for Control and Dyslexia groups demonstrate desynchronization in the Expect Repeat condition. Error bars represent (between-subjects) SEM. (C) Topographical plot of the cluster at 6–8 Hz. The t-statistic is averaged over time and frequency. Dark electrodes belong to the cluster. In the barplot, mean-difference values extracted from the cluster for Control and Dyslexia groups demonstrate desynchronization in the Expect Change condition. A significant Group × Expectation interaction is plotted in detail in the lower panel. Each group showed synchronization in the Expect Change condition. Post-hoc tests revealed significant expectation condition-related modulation in each group.

3.4.2. Prediction error: words

Grand-average ERPs evoked by word repetitions and changes in each expectation condition are shown for each group in Fig. 4A. In the Control group, ERPs evoked by Unexpected Changes and Expected Repetitions were also significantly different. Statistical tests identified three centrally-distributed prediction-error clusters: 295–303, 307–311, and 383–395 ms (Table 6; Fig. 4B (gray bars) and 5C).

3.4.2.1. Words cluster #1. Repeated-measures ANOVA revealed a three-way Group × Repetition × Expectation interaction in the first cluster (Table 6). This interaction was driven by a robust prediction-error effect in the Control group (Fig. 5D, left). Post-hoc tests revealed that the prediction-error effect was significantly larger in the Control group than in the Dyslexia group (t = 2.51; p = 0.02; d = 0.80), while the repetition effect did not differ significantly between groups (t = -0.13; p = 0.9; d = 0.04). In the Control group, the prediction-error effect was significantly greater than the repetition effect (t = 4.09; p = 0.0006; d = 1.16); however, in the Dyslexia group, the magnitudes of these effects were not significantly different (t = 0.43; p = 0.7; d = 0.10). Altogether, the three-way interaction was driven by a disproportionately large prediction-error effect (relative to the feedforward repetition effect) in the Control group (Fig. 4D, right). The mean-difference waveforms (Fig. 4B) reveal weak prediction-error effects for faces throughout the epoch in both groups. Prediction-error effects are evident in an earlier window (~300 ms) at central sites, and in the opposite polarity in a later window (~400 ms) at posterior sites — for which the onset is earlier in the Control group.

3.4.2.2. Words cluster #2. The second cluster, which was nearly continuous with the first, showed a Repetition × Expectation interaction and a marginally-significant three-way interaction with Group (Table 6).
A post-hoc test demonstrated that the magnitude of the prediction-error effect was larger than that of the repetition effect ($t = -3.44; p = 0.001; d = 0.60$) (Fig. 5B and D, middle).

### 3.4.2.3. Words cluster #3.** The third cluster was characterized by main effects of Repetition and Expectation (Table 6; Fig. 5D, right).** The waveforms in Fig. 5B demonstrate substantial and long-lasting prediction-error and repetition effects for word stimuli.

### 4. Discussion

The principal finding from this study is that neural prediction error, indexed by the difference in ERP magnitude between expected repetitions and unexpected changes, was diminished in adults with dyslexia compared to typically reading controls. This pattern of results was largely consistent across both face and text stimuli, suggesting that, rather than their being a specific deficit in perceptual processing of print, the cortical mechanisms for integrating top-down perceptual expectations with bottom-up sensory processing may be globally altered in dyslexia. We did not find evidence of a deficit in dyslexia for the feed-forward, repetition-related neural response suppression that occurs after unexpected stimulus repetitions, suggesting that neural adaptation deficits in dyslexia may arise specifically due to a failure to integrate top-down expectation signals during perception, rather than dysfunction in bottom-up sensory processing. Finally, we did not find evidence in dyslexia for a broad deficit in generating top-down expectations about stimulus repetition, as indexed by modulation of prestimulus neural oscillatory activity, suggesting that the processes that generate top-down perceptual expectations are present in dyslexia.

### 4.1. Evidence against the expectation-deficit hypothesis

Cortical oscillations reflect sustained, goal-directed attention to the environment, and fluctuations in the power of specific oscillations are related to variations in attention over time (Clayton et al., 2015). If individuals with dyslexia differed from typical readers in their capacity to allocate, control, or deploy top-down visual attention in expectation of different perceptual processing demands (Vidyasagar and Pammer, 2010; Facocetti et al., 2000), we would have expected to see differences between these groups in how prestimulus neural oscillatory activity is affected by anticipation of consistency vs. change in the perceptual environment (Vidyasagar, 2019). By creating two experimental conditions, one with a high probability of stimulus change and the other with a high probability of stimulus repetition, we effectively placed different attentional and information-processing demands on participants. In both participant groups, we observed that these differing demands significantly modulated activity in the theta and alpha frequency bands, concurrent with the presentation of the first stimulus in each pair and extending into the interstimulus interval. Relative to the Expect Change condition, the Expect Repeat condition was characterized by oscillatory desynchronization (i.e., a reduction in oscillatory power). Furthermore, the behavioral measures of response time and accuracy indicated that both groups were attentive to the task, irrespective of expectation condition or stimulus type.

For face stimuli, we found no significant differences in time-frequency representations between the Control and Dyslexia groups. This result suggests that the expectation of face repetition induces similar brain states in individuals with dyslexia compared to controls. For word stimuli, expectation-related neural desynchronization was also found in both groups. The desynchronizing effect of expecting a word repetition was comparatively reduced in the Dyslexia group when tested based on clusters obtained from the Control group; but, interestingly, the effect of expectation was comparatively reduced in the Control group when tested based on a cluster obtained in the Dyslexia group (Supplemental Table 1). The expectation-related clusters obtained from these groups were similar in terms of frequency and topography, but the clusters obtained in Dyslexia had a longer latency than those from Controls. Instead of difficulties generating perceptual expectations per se, this difference may reflect generally slower and less accurate word recognition in the Dyslexia group, as the present task required rapid processing of the first stimulus to generate expectations about the upcoming one. Alternatively, this result may suggest that generating perceptual expectations about text may rely on additional, distinct neural resources in dyslexia, which may reflect compensatory text-processing strategies not seen in controls (e.g., Hoeft et al., 2011).

The effects of neural oscillatory (de)synchronization on information processing are commonly studied via trial-by-trial memory performance. In contrast to the present study, in which participants were not required to encode the faces and words beyond monitoring for an inverted stimulus, many paradigms relate oscillatory power changes to the success with which a stimulus was remembered vs. forgotten (Sederberg et al., 2003; White et al., 2013). Prestimulus theta power enhancement has been associated with successful encoding of the events into memory, potentially by activating a memory context in which the stimulus can be encoded (Guderian et al., 2009; Fell et al., 2011; Gruber et al., 2013). Moreover, even infants demonstrate theta enhancement when they expect to receive information, e.g., from a speaker they can understand (Begus et al., 2016). These interpretations are consistent with the present results, in which enhanced theta power during the Expect Change condition relative to the Expect Repeat condition may reflect a neural state that is favorable for encoding new information vs. one where the demands for cognitive and perceptual resources are reduced, respectively.

Cortical oscillation in the alpha band has also been associated with

### Table 4

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Time (ms)</th>
<th>Distribution</th>
<th>Polarity</th>
<th>ANOVA Results</th>
<th>$F_{1,38}$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faces</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Words</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Clusters are numbered chronologically. Cluster time ranges are given with respect to the onset of S2 in the Expect Change condition. **Abbreviations:** Chg: Change trials; Rep: Repetition trials.
Enhanced alpha oscillatory power is commonly considered to reflect the allocation of increased cognitive effort to a task through functional inhibition of the processing of task-irrelevant information or distractors (Klimesch, 2012; Jensen and Mazaheri, 2010; Snyder and Foxe, 2010; Strauss et al., 2014). Thus, alpha synchronization likely supports increasingly challenging visual tasks such as discrimination in the presence of distractors (Min and Herrmann, 2007) and retention of high working-memory loads (Jensen et al., 2002; Klimesch et al., 1999). Our finding of alpha modulation by expectation of a repeating vs. novel stimulus is consistent with this kind of differential demand on cognitive resources for perceptual processing: We observed relatively greater alpha power during the Expect Change condition (reflecting anticipation of the additional perceptual demands for processing a novel stimulus) and relatively reduced alpha power during the Expect Repeat condition (reflecting anticipation of the reduced perceptual demands for processing a repeated stimulus).

A caveat about this interpretation comes from the difference between the present task – in which participants had to detect rare deviant stimuli – and the visual oddball paradigm typically used to study alpha modulation. In the oddball paradigm, stimuli are presented in a predictable sequence, and the task is to detect deviant stimuli that are presented at random intervals. In contrast, our task was designed to mimic real-world scenarios where attention needs to be allocated dynamically to task-relevant stimuli in a rapidly changing environment. The ability to rapidly allocate attention is critical for effective perception and memory processes.

Fig. 4. Reduced prediction error in dyslexia for unexpected changes versus expected repetitions of faces. (A) Grand-average waveforms for Control (left) and Dyslexia (right) groups plotted at representative electrode Pz show that ERPs diverge during the second stimulus (S2) interval for Repetition (red) and Change (blue) trials under the expectation of repetition (solid lines) or of change (dashed lines). (B) Mean-difference waveforms for prediction error in the Expect Repeat condition (solid dark purple) and repetition in the Expect Change condition (dashed light purple) during S2 presentation. Control data are plotted on the left and Dyslexia on the right; gray bars on both indicate the durations of the prediction-error clusters identified in the Control group. Color indicates the prediction-error effect expressed as a t-statistic, averaged over the duration of the cluster. Dark electrodes significantly differentiate Change versus Repeat trials. (D) Mean-difference voltage values extracted from each cluster for Control and Dyslexia groups. Error bars represent (between-subjects) SEM. Overall, greater voltage differences are observed under the Expect Repeat condition than the Expect Change condition. In each cluster, prediction error is significantly or trends larger in Control versus Dyslexia. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
...and the tasks used to study alpha (de)synchronization during differing attention and memory demands—in which participants have to suppress contemporaneous distractor stimuli. An important role for future work investigating putative visual-spatial attentional deficits in dyslexia will be to explore differences in alpha and theta neural oscillations in tasks analogous to those in the visual attention literature (e.g., Van der Lubbe, de Kleine and Rataj, 2019). However, it is worth emphasizing that assessing visual-spatial attentional differences in dyslexia was not the aim of the present study. Instead, we sought to understand whether differences in the neural signatures of prestimulus attention and expectation would be different in dyslexia in a task where stimulus expectation should enhance neural adaptation (Summerfield et al., 2008, 2011), thus accounting for why neural adaptation to predictable stimulus repetition is diminished in dyslexia (Perrachione et al., 2016; Peter et al., 2019). Correspondingly, we found that individuals with dyslexia showed a fundamentally similar pattern of expectation-related neural oscillatory activity to controls: relative desynchronization under the condition in which repeated versus novel information was expected. From this we infer that the block-level manipulation of repetition probability was effective at inducing comparable top-down expectational states in both groups. This suggests that prior reports of differences in domain-general perceptual and neural adaptation in dyslexia do not merely reflect differences in the ability to develop top-down expectational states, which have been shown to be critical for increasing repetition suppression magnitude (Larsson and Smith, 2012). Finally, it is also worth considering that, while expectation-related brain states measured by changes to EEG spectral power were largely similar between Control and Dyslexia groups, expectation-related brain states can be assessed with other types of signals, such as differences in neurotransmitter concentrations.

![Fig. 5](image-url) Reduced prediction error in dyslexia for unexpected changes versus expected repetitions of words. (A) Grand-average waveforms for Control (left) and Dyslexia (right) groups plotted at representative electrode Pz show that ERPs diverge during the second stimulus (S2) interval for Repetition (red) and Change (blue) trials under the expectation of repetition (solid lines) or of change (dashed lines). (B) Mean-difference waveforms for prediction error in the Expect Repeat condition (solid dark purple) and repetition in the Expect Change condition (dashed light purple) during S2 presentation. Control data are plotted on the left and Dyslexia on the right; gray bars on both indicate the durations of the prediction-error clusters identified in the Control group. (C) Topographical plots for each of the three prediction-error clusters identified in the Control group. Color indicates the prediction-error effect expressed as a t-statistic, averaged over the duration of the cluster. Dark electrodes significantly differentiate Change versus Repetition trials. (D) Mean-difference voltage values extracted from each cluster for Control and Dyslexia groups. Error bars represent (between-subjects) SEM. Prediction-error effects are accompanied by substantial repetition effects in Cluster #3. In Clusters #1 and 2, prediction error is significantly or trends larger in Control versus Dyslexia. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
measured via pharmacological imaging (Bunzeck and Thiel, 2016), or activation of the locus-coeruleus system measured via pupillometry (Zhang et al., 2019), and future work may reveal group differences in expectation arising from other mechanisms.

4.2. Evidence against the feedforward-deficit hypothesis

A classic finding across multiple methods of recording neural activity – from BOLD fMRI, to scalp electrophysiology, to recordings from individual neurons – is that repeated presentation of the same stimulus attenuates neural response (Grill-Spector et al., 2006). While the signal differences measured as population-level neural activity via neuro-imaging doubtlessly reflect the aggregate change in response over many different mechanisms of short-term plasticity (Krekelberg et al., 2006; Larsson et al., 2016), some of these changes are strictly feedforward, in that they alter neural responses in the absence of top-down behavioral demands or when stimulus repetition is unexpected (e.g., Larsson and Smith, 2012). Instead of a failure to generate the top-down neuro-modulatory signals that tune neuronal responses in expectation of particular stimulus features (as discussed above), the neural adaptation deficits previously observed in dyslexia could have been attributable to differences in strictly bottom-up processing that reduce the ability of population-level recordings like EEG and fMRI to detect repetition-induced changes in neural response. One prominent hypothesis is that feedforward neural responses are more stochastic in dyslexia (Hancock et al., 2017). These noisy, variable response profiles would lead to heterogeneous neural responses to the same stimulus across time (Hornickel and Kraus, 2013), weaker short-term representations of perceptual information (Jaffe-Dax et al., 2017, 2018), or both (Jaffe-Dax et al., 2015). Because stochastic neural responses activate slightly different neural populations each time a stimulus is encountered, there would appear to be less of an adaptation effect when aggregate neural responses are measured over large, undifferentiated neural populations of neurons via EEG or fMRI.

We evaluated this hypothesis by examining feedforward repetition effects in the absence of perceptual expectations, operationalized as the difference in response magnitude between Expected Change trials and Unexpected Repetition trials. That is, when participants do not have a top-down expectation of stimulus repetition, any difference between groups in the reduction of response magnitude between these two trial types can be attributed to differences in feedforward repetition suppression. It is worth considering that, in our paradigm, such unexpected repetitions were infrequent (25% of trials in that condition), but not so rare that participants were unaware they might happen. However, paradigms using similar rates of unexpected repetition have consistently shown that these events yield significantly smaller repetition-related response suppression compared to expected repetitions (e.g., Todorovic et al., 2011; Summerfield et al., 2008, 2011).

For face stimuli, we found no effect of feedforward repetition on ERP amplitude, neither in the Control group nor the Dyslexia group. That is, the response magnitude of an unexpected face repetition did not differ from that of an expected face change. While some studies have found repetition suppression for unexpected face repetitions (Summerfield et al., 2008), others have not – particularly when those faces were unfamiliar (Henson et al., 2002; Vizioli et al., 2010; reviewed in Schweinberger and Neumann, 2016). Given the diverging results from the prior literature, the present data may support the view that unfamiliar faces are not ideal stimuli to elicit a feedforward repetition-suppression response; however, given that expected repetitions of face stimuli did alter the magnitude of evoked responses (discussed below), it may instead be that the present study was underpowered to detect feedforward repetition effects for unfamiliar faces. A second caveat is that some studies have reported face-perception deficits in dyslexia (Gabay et al., 2017; Sigurdardottir et al., 2018, but cf. Rüseler et al., 2003), perhaps because faces and words have similar neural processing demands (Behrmann and Plaut, 2013; Plaut and Behrmann, 2011). Because our paradigm did not evoke feedforward repetition effects in even the Control group for faces, we may have been underpowered to detect group differences in feedforward processing of this stimulus category in dyslexia.

In contrast, we found long-lasting and robust feedforward repetition effects in the ERP signal for word stimuli, beginning at 365 ms after stimulus onset. These effects were identified separately in both the Control and Dyslexia groups. Of the seven spatiotemporal clusters identified across the two groups, six showed no statistical difference between groups, and one showed an effect of repetition in the Dyslexia group alone. These results demonstrate that, in adults with dyslexia, an unpredicted second exposure to a short, written word is sufficient to induce a neural repetition effect quantitatively similar to that measured in typical adult readers.

The lack of a group difference in feedforward repetition suppression provides an important clarifying perspective on previous literature.

### Table 5

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Time (ms)</th>
<th>Distribution</th>
<th>Polarity</th>
<th>ANOVA Results</th>
<th>F&lt;sub&gt;1,38&lt;/sub&gt;</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>258–305</td>
<td>central</td>
<td>Rep &gt; Chg</td>
<td>Group Rep</td>
<td>0.35</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Rep × Rep</td>
<td>23.47</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Expectation</td>
<td>2.59</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Group × Repetition</td>
<td>4.38</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Group × Expectation</td>
<td>3.08</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Repetition × Expectation</td>
<td>18.73</td>
<td>0.0001</td>
</tr>
<tr>
<td>#2</td>
<td>391–406</td>
<td>posterior</td>
<td>Chg &gt; Rep</td>
<td>Group Rep</td>
<td>2.65</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Repetition</td>
<td>6.87</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Expectation</td>
<td>0.16</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Group × Repetition</td>
<td>3.76</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Group × Expectation</td>
<td>0.78</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Repetition × Expectation</td>
<td>2.96</td>
<td>0.09</td>
</tr>
<tr>
<td>#3</td>
<td>428–440</td>
<td>posterior</td>
<td>Chg &gt; Rep</td>
<td>Group Rep</td>
<td>2.37</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Repetition</td>
<td>3.77</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Expectation</td>
<td>0.10</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Group × Repetition</td>
<td>2.57</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Group × Expectation</td>
<td>0.18</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Repetition × Expectation</td>
<td>9.89</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Group × Repetition × Expectation</td>
<td>6.37</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Clusters are numbered chronologically. Cluster time ranges are given with respect to the onset of S2. Abbreviations: Chg: change trials; Rep: repetition trials.
mechanism for neural plasticity as an organism learns to make better predictions. For example, prominent models of speech motor learning expectations and sensory experiences generates an error signal that not from the environment (Crapse and Sommer, 2008). A mismatch between the enormous physiological cost of continuously processing an environment filled with static signals that have little relevance for behavior; evoked response to stimuli that fulfilled perceptual expectations (Expected Repetition trials) versus stimuli that violated those expectations (Unexpected Change trials), we were able to investigate how perceptual predictive coding differentially affected neural response dynamics between groups. Specifically, we identified spatiotemporal clusters in the Control group where neural responses reflected prediction error, then investigated whether the response profiles within these clusters differed in the Dyslexia group as a function of repetition expectation.

4.3. Evidence for the expectation integration-deficit hypothesis

Generating top-down expectations of perceptual experiences is of little use in facilitating perceptual processing if these signals are not successfully integrated with bottom-up sensory representations. Incorporating perceptual expectations into feedforward sensory processing serves two important purposes: First, via predictive coding, it reduces the enormous physiological cost of continuously processing an environment filled with static signals that have little relevance for behavior; second, via prediction error, it provides a mechanism for learning when perceptual expectations are violated (Press et al., 2020; Grotheer and Kovacs, 2016; Aukstulewicz and Friston, 2016). In particular, expectations about perceptual events tend to lead to suppression of neural responses to a consistent sensory input (Hancock et al., 2017), because many of the mechanisms proposed to underlie feedforward repetition suppression depend on consistent reactivation of the same neural populations (Kohn and Movshon, 2003; Kohn and Movshon, 2004; Kaliukhovich and Vogels, 2010; reviewed in Vogels, 2016). However, a “neural noise” hypothesis applies equally to stochasticity of feedback responses as it does to feedforward ones. As such, the reduction in adaptation may be the result of poor or noisy timing for the integration of top-down signals conveying an expectation of repetition with feedforward signals conveying repeated stimulus features – a possibility we consider below.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Time (ms)</th>
<th>Distribution</th>
<th>Polarity</th>
<th>ANOVA Results</th>
<th>F_{1.28}</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>295–303</td>
<td>central</td>
<td>Rep &gt; Chg</td>
<td>Group Rep</td>
<td>2.04</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Repetition Rep</td>
<td>8.87</td>
<td>0.005**</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Expectation Rep</td>
<td>1.05</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Group Rep</td>
<td>1.62</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Group Expectation</td>
<td>0.48</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Repetion × Expectation</td>
<td>15.01</td>
<td>0.0004***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Group Rep × Expectation</td>
<td>5.34</td>
<td>0.03*</td>
</tr>
<tr>
<td>#2</td>
<td>307–311</td>
<td>central</td>
<td>Rep &gt; Chg</td>
<td>Group Rep</td>
<td>1.98</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Repetition Rep</td>
<td>12.85</td>
<td>0.0009***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Expectation Rep</td>
<td>1.48</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Group Rep</td>
<td>0.89</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Group Expectation</td>
<td>1.19</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Repetion × Expectation</td>
<td>12.45</td>
<td>0.001**</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Group Rep × Expectation</td>
<td>2.98</td>
<td>0.09</td>
</tr>
<tr>
<td>#3</td>
<td>383–395</td>
<td>central</td>
<td>Rep &gt; Chg</td>
<td>Group Rep</td>
<td>0.01</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Repetition Rep</td>
<td>85.41</td>
<td>&lt;0.0001 ***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Expectation Rep</td>
<td>16.77</td>
<td>0.0002***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Group Rep</td>
<td>0.99</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Group Expectation</td>
<td>1.74</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Repetion × Expectation</td>
<td>2.22</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Group Rep × Expectation</td>
<td>0.95</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Clusters are numbered chronologically. Cluster time ranges are given with respect to the onset of S2. Abbreviations: Chg: Change trials; Rep: Repetition trials.

showing that individuals with dyslexia respond differently to stimulus consistency, whether measured in their behavior (Ahissar et al., 2006; Ozernov-Palchik et al., in press) or brain responses (Baldeweg et al., 1999; Stoodley et al., 2006; Perrachione et al., 2016; Chandrasekaran et al., 2009). Our ERP findings suggest that, in dyslexia, feedforward sensory processing remains sensitive to repetition. Intact feedforward adaptation responses pose a challenge for theories of dyslexia that posit greater stochasticity in the feedforward neural responses to a consistent sensory input (Hancock et al., 2017), because many of the mechanisms proposed to underlie feedforward repetition suppression depend on consistent reactivation of the same neural populations (Kohn and Movshon, 2003; Kohn and Movshon, 2004; Kaliukhovich and Vogels, 2010; reviewed in Vogels, 2016). However, a “neural noise” hypothesis applies equally to stochasticity of feedback responses as it does to feedforward ones. As such, the reduction in adaptation may be the result of poor or noisy timing for the integration of top-down signals conveying an expectation of repetition with feedforward signals conveying repeated stimulus features – a possibility we consider below.

4.3. Evidence for the expectation integration-deficit hypothesis

In this study, we leveraged the relationship between expectation suppression and prediction error to investigate whether there is an expectation-integration deficit in dyslexia. By comparing the difference in neural evoked response to stimuli that fulfilled perceptual expectations (Expected Repetition trials) versus stimuli that violated those expectations (Unexpected Change trials), we were able to investigate how perceptual predictive coding differentially affected neural response dynamics between groups. Specifically, we identified spatiotemporal clusters in the Control group where neural responses reflected prediction error, then investigated whether the response profiles within these clusters differed in the Dyslexia group as a function of repetition expectation.

For face stimuli, we found three clusters with prediction-error effects in Controls. Neural responses to repetition in the first cluster (258–305 ms) were also significantly affected by expectation (with stronger prediction-error than repetition effects) and by group (with larger effects in Controls than in Dyslexia). In the second cluster (391–406 ms), the repetition effect was only marginally affected by expectation or by group. However, in the third cluster (428–440 ms), not only was the repetition effect significantly modulated by expectation (with stronger prediction-error responses), there was also a significant three-way group by repetition by expectation interaction, such that expectation of stimulus repetition had a smaller effect on the repetition-related change in neural response in Dyslexia than in the Controls (As seen in Fig. 4 B and C, the topographic distributions of the latter two clusters are virtually identical, and they are highly proximate in time. However, we chose to analyze these as distinct clusters in keeping with the standards of data-driven analysis.). Similarly, for word stimuli, we identified three spatiotemporal clusters with significant prediction-error effects in the Control group. In the first of these clusters (295–303 ms), not only was the repetition effect modulated by expectation, the degree of this modulation was different between groups: Expectation of stimulus repetition had a considerably smaller effect on neural responses to repetition in individuals with dyslexia compared to controls. The second cluster (307–311 ms) was temporally proximal and topographically similar to the preceding cluster. As before, we chose to analyze these separately in keeping with our data-driven methods; however, mechanistically, we believe the response profiles in these clusters likely reflect similar neural populations. In this cluster, the effect of repetition on neural response are based on such perceptual error-driven plasticity mechanisms (Guenther, 2016).
was again significantly moderated by participants’ expectations, though the difference in this effect across groups was smaller than in the preceding cluster. (In a third cluster (383–395 ms), there was no indication of difference between the two groups.) In sum, for both face and word stimuli, neural responses to repetition are modulated differently by perceptual expectations between individuals with and without dyslexia.

These findings suggest that individuals with dyslexia have a specific weakness in integrating top-down expectations about future stimuli during perceptual processing. When participants could not predict the upcoming stimulus repetition, we observed robust bottom-up suppression in both groups. The magnitude and timecourse of neural responses to unexpected repetition effects in both groups were similarly weak for faces and robust for words. In contrast, when a prediction was available, we observed significantly weaker prediction error in the Dyslexia group. Intuitively, the effects of repetition, expectation, and group can be appreciated from the difference waves in Fig. 4B (faces) and SB (words), in which each trace depicts the ERP difference between Change trials and Repetition trials. At certain times, the magnitude of that difference is exaggerated in the Expect Repeat condition relative to the Expect Change condition, consistent with the heuristic that Unexpected Changes yield higher highs and Expected Repetitions yield lower lows of population-level neural response.

It may be the case that, in dyslexia, top-down prediction signals are less effective at tuning feedforward sensory processing, reducing perceptual efficiency and posing additional neurocomputational, and thus physiological, costs on perception. The effective communication of top-down expectations about the upcoming stimulus repetition, we observed robust bottom-up suppression in both groups. The magnitude and timecourse of neural responses to unexpected repetition effects in both groups were similarly weak for faces and robust for words. In contrast, when a prediction was available, we observed significantly weaker prediction error in the Dyslexia group. Intuitively, the effects of repetition, expectation, and group can be appreciated from the difference waves in Fig. 4B (faces) and SB (words), in which each trace depicts the ERP difference between Change trials and Repetition trials. At certain times, the magnitude of that difference is exaggerated in the Expect Repeat condition relative to the Expect Change condition, consistent with the heuristic that Unexpected Changes yield higher highs and Expected Repetitions yield lower lows of population-level neural response.

The present results also offer new insight into our prior observations of widespread neural adaptation deficits in individuals with dyslexia. Previously, using fMRI, we found evidence of reduced neural adaptation to faces and written words, among many types of stimuli (Perrachione et al., 2016). Specifically, in adults and children with dyslexia, there was less of a difference in the magnitude of the BOLD response between blocks where one stimulus was repeated multiple times in a row vs. single presentations of many different stimuli. These conditions are analogous to the “Expect Repeat” and “Expect Change” conditions of the present study, as participants could quickly and accurately generate valid predictions for whether upcoming stimuli would be repetitions vs. novel. Prior work has shown that the magnitude of BOLD adaptation is affected by expectations about stimulus repetition, with unexpected repetitions leading to a smaller reduction in BOLD response compared to expected repetitions (Summerfield et al., 2008). Similarly, although its magnitude is less than in controls, low levels of neural adaptation are still seen in individuals with dyslexia (Perrachione et al., 2016), consistent with the observations in the present study of intact bottom-up repetition suppression in both groups, but a reduced effect of perceptual expectation on repetition-related responses in dyslexia. Thus, in the prior work, it may be that reduced neural adaptation in dyslexia measured via fMRI reflects the failure to successfully integrate (conscious) top-down expectations about the likelihood of stimulus repetition with the bottom-up sensory processes responsible for encoding perceptual representations.

These results may also help clarify adaptation-like deficits in electrophysiological studies of dyslexia, particularly those measuring the MMN component. To measure the MMN response, a long series of adapting stimuli is typically presented prior to an unpredictable deviant stimulus. Individuals with dyslexia have consistently been found to have smaller MMN responses to a rare deviant compared to typical readers (Gu and Bi, 2020; Hämäläinen et al., 2013; Schulte-Körne and Bruder, 2010). However, prior MMN studies in dyslexia have not attempted to ascertain to what extent smaller MMN responses in dyslexia are attributable to weaker bottom-up versus top-down effects. Furthermore, the design of MMN-eliciting paradigms makes it difficult to disentangle bottom-up and top-down effects, and competing computational and neurobiological accounts of this phenomenon have variously emphasized its causal origins as a short-term memory trace (Naätänen et al., 2005), an adaptation process (May and Tittinen, 2010), or a representation of the environment’s statistical structure (Herrmann et al., 2015). By and large, each of these explanations has a parallel in a model based on predictive coding and prediction error (Baldeweg, 2007), which provides a parsimonious framework for understanding both the MMN and, informed by the present results, its reduction in dyslexia. It is worth noting that atypical mismatch responses are also found in newborns with a family history of dyslexia (Leppänen et al., 1999), further suggesting that circuit-level differences may have genetic, rather than experiential, origins in dyslexia.

The developmental trajectory of a putative deficit in expectation integration could be readily assessed by applying our paradigm to children. Previously identified neural adaptation deficits in six-to-nine-year-olds with dyslexia (Perrachione et al., 2016) might, likewise, be attributable to less successful prediction mechanisms, but it remains to be seen whether expectation-integration effects increase or decrease with time—and reading practice. Moreover, with tweaks to the stimuli, it may be possible to determine whether attenuated perceptual prediction error in pre-readers is a predictor of future reading impairment (Banai and Yifat, 2012).

4.4. Expectation integration, prediction error, and learning to read in dyslexia

Reduced capacity for expectation integration and the consequent attenuation of prediction error have theoretical importance for how we understand various dyslexia phenotypes and their etiologies. A first major consequence of an expectation-integration deficit is reduced neural efficiency. Stimulus repetition facilitates perception (Maccotta and Buckner, 2004) – but so too does repeated presentation of various partial views of a stimulus (Doniger et al., 2001), suggesting not only that a complete, high-level representation is built through evidence accumulation, but that such a representation feeds backward and expedites object recognition. By a similar principle, semantic primes (e.g., a word and a picture) induce neural adaptation for one another in ventral occipitotemporal cortex even though they do not share low-level features (Kherif et al., 2010). Reduced neural efficiency due to impaired prediction may explain several of the phenotypes of dyslexia. For example, analysis of eye movements reveals that fast readers make more predictions, or “forward inferences” than do slow readers (Hawelka et al., 2015). Moreover, the prediction may not be limited to the visual/orthographic features of the upcoming word, but may also include its semantic and phonological features — these three together comprising a high-quality word representation that supports reading comprehension (Perfetti, 2007). This pattern may extend to auditory language processing as well, with evidence that individuals with dyslexia are slower to detect their gazer to targets cued by the grammatical gender marker of spoken instructions (Huetig and Brouwer, 2015). General weaknesses in the ability to predict “what comes next” have been widely documented in dyslexia, including on the serial reaction time task (an implicit, sequenced motor skill: Lum et al., 2013) and in a video game in which implicitly-learned auditory categories probabilistically cue target appearance (Gabay and Holt, 2015), which may be manifestations of
Procedural learning deficit for motor and language skills, respectively (Nicolson and Fawcett, 2011; Ullman, 2004). There is evidence that successful reading acquisition is associated with the ability to take advantage of successful predictions to improve reading fluency, such as fewer eye fixations and fewer regressive eye movements (Starr and Rayner, 2001), and that typically reading children take advantage of statistical regularities in text to improve accuracy and fluency more so than readers with dyslexia (Jones et al., 2018; Franzen et al., 2021).

Prediction is useful not only because it pre-activates perceptual information, but also because it serves as a template against which to compare incoming signals: Consistent sensory information is processed more efficiently, while a mismatch triggers an error response that drives plasticity (Press et al., 2020). Price and Devlin (2011) describe how the magnitude of prediction error varies during learning: Initially, no learning occurs because a novel, meaningless stimulus has no existing representation, generates no prediction, and yields no prediction error. During learning, the stimulus becomes familiar but is not efficiently predicted, and large prediction errors serve to build its representation. Finally, with expertise, representations are robust, predictions are generally accurate, and small prediction errors simply refine those predictions in new contexts. Similar trajectories are seen during reading acquisition, as children learn to balance recognition, accuracy, and fluency in the decoding of text. Such learning, however, will be disproportionately challenged if the mechanism for integrating predictions into feedforward processing is faulty, leading to less reliable or less effective generation of prediction errors. Without prediction error, learning signals cannot be sent onwards to trigger plasticity, refine predictions, and ultimately build the long-term representations and statistical associations that underlie complex perceptual tasks like accurate and fluent reading. In other words, the second major consequence of an expectation-integration deficit is reduced learning. Multiple lines of evidence, including the present results, now suggest that the representation of statistical regularities, and recognizing deviations from them, may be impaired in dyslexia (Menghini et al., 2006; Stoodley et al., 2008; Sperling et al., 2005; Jones et al., 2018) and may play a role in these individuals’ difficulty attaining accurate and fluent reading skills.

5. Conclusions

In dyslexia, stimulus repetition has been shown to result in less behavioral facilitation and less neural adaptation compared to typical readers. Here, we showed that diminished repetition-related neural responses in dyslexia may be specifically related to a failure to integrate top-down expectations of stimulus repetition with bottom-up sensory encoding, rather than differences in top-down expectation or bottom-up encoding themselves. Attenuation of the neural correlate of perceptual prediction error in dyslexia is a candidate for the sort of subtle dysfunction in neural systems for learning that may impede the development of accurate and fluent reading skills.
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