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A B S T R A C T

Background: The network approach to psychopathology has become increasingly popular. Little research has
examined the dynamic network structure of mental disorders, and, to date, no study has investigated the net-
work dynamics of positive affect, negative affect, and physical activity in bipolar disorder. This represents the
first study to estimate the dynamic network structure of affect and physical activity in individuals with and
without bipolar I disorder.
Methods: An intensive longitudinal design was used to assess positive affect, negative affect, and actigraphy-
based estimates of physical activity. The overall sample consisted of 32 adults with bipolar I disorder and 36
healthy control participants. Eligible participants underwent an 8-week assessment period, in which once-per-
day ratings of affect and actigraphy estimates were obtained. Participants were re-assessed on baseline measures
afterwards. Dynamic network analysis was used to examine the network structure of affect and physical activity
over time. Multilevel models were used to examine the relationship between autocorrelation and changes in
depression symptoms among participants with bipolar disorder.
Limitations: The network analyses assume stationarity. Future research should consider time-varying multilevel
network models to better account for time trends.
Results: The results of the temporal networks indicated that the directed edges between positive and negative
affect were mostly positive among individuals with bipolar I disorder. Among healthy control participants, the
directed edges between positive and negative affect were mostly negative in direction. Physical activity, as
assessed by daily actigraphy indices, was more densely connected in the healthy control network than the
bipolar disorder network. Furthermore, the results indicated that critical slowing down predicted worsening of
mood symptoms in the bipolar I disorder group.
Conclusions: This study suggests that certain dynamic patterns of affect may be an underlying process that
contributes to the maintenance of bipolar disorder. These results have both theoretical and practical implica-
tions.

1. Introduction

According to traditional perspectives of psychopathology, affective
disorders are often presumed to be the result of latent disease me-
chanisms that are responsible for the covariance of observable symp-
toms (Borsboom and Cramer, 2013). Much psychopathology research
relies on the assumption that affective disorders resemble taxonic en-
tities that are relatively stable across time. Recently, there has been
increasing interest in alternative accounts of mental disorders. One
prominent approach is the network perspective, which emphasizes the
direct connections between features of psychopathology and does not
require the assumption that a latent disease mechanism is responsible
for their co-occurrence (Borsboom and Cramer, 2013; Hofmann et al.,

2016). To date, much network research on mental disorders, such as
affective disorders, has largely been circumscribed to cross-sectional
designs and the examination of traditional symptoms and impairment
(Fried et al., 2016; Curtiss and Klemanski, 2016; Curtiss et al., 2018).
Although disturbances in affect are core features of many psychiatric
disorders, affect itself is rarely a static state that remains invariant
across time. Instead, presentations of affect in mental disorders exhibit
dynamic patterns that fluctuate in accordance with life experiences and
stressors (Koval et al., 2013). Little is known about the temporal net-
work dynamics of affect in clinical samples, which has relevance to
psychiatric disorders that are characterized by dysregulated and pa-
thological expressions of affect such as in bipolar I disorder.

Specifically, the study of bipolar I disorder allows for insights

https://doi.org/10.1016/j.jad.2019.02.017
Received 5 October 2018; Received in revised form 30 January 2019; Accepted 5 February 2019

⁎ Corresponding author at: Department of Psychiatry and Behavioral Sciences, Stanford University School of Medicine, 401 Quarry Road, Stanford, CA 94305 USA
E-mail address: andagershon@gmail.com (A. Gershon).

Journal of Affective Disorders 249 (2019) 270–277

Available online 07 February 2019
0165-0327/ © 2019 Published by Elsevier B.V.

T

http://www.sciencedirect.com/science/journal/01650327
https://www.elsevier.com/locate/jad
https://doi.org/10.1016/j.jad.2019.02.017
https://doi.org/10.1016/j.jad.2019.02.017
mailto:andagershon@gmail.com
https://doi.org/10.1016/j.jad.2019.02.017
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jad.2019.02.017&domain=pdf


gained into the temporal dynamics of affect, given that clinical pre-
sentations of this condition involve shifts in affect ranging between
episodes of mania (i.e., abnormally elevated or irritable mood) and
depression (i.e., persistently low mood and/or anhedonia) (APA, 2000).
Even in individuals with remitted bipolar disorder who experienced
subsyndromal depression, large shifts in the dynamics of negative affect
were experienced in response to life stressors (Havermans et al., 2010).
To date, no research has been undertaken to investigate affect in bipolar
disorder from a dynamic network perspective. Understanding the net-
work dynamics of affect in bipolar disorder can afford valuable insight
into dynamic processes that contribute to affective psychopathology.

1.1. Theories of positive affect and negative affect

One of the most researched and well-characterized attributes of
affect is valence—the general experience of pleasantness (positive) or
unpleasantness (negative) of stimuli or situations (Lerner and Keltner,
2000; Mauss and Robinson, 2009). Despite the inherent complexity of
affect, the broad dimensions of positive and negative valence have
provided an overarching framework for understanding its phenomen-
ology. The relationship between these positive and negative dimensions
is regarded as clinically important for understanding the functional
significance of affect, how it is regulated, and the circumstances under
which pathological expressions of affect arise. A large literature has
examined the role of valence in adaptive and maladaptive patterns of
affect (Barlow et al., 2004; Hofmann et al., 2012). For instance, de-
pressive episodes are characterized by pronounced deficits in positive
affect and persistent, chronic negative affect (Brown et al., 1998; Beck,
2008), and manic episodes are characterized by persistent positive af-
fect that remain invariant to context (Gruber, 2011; Johnson and
Fulford, 2009).

Our understanding of affective psychopathology has been aug-
mented by prominent models of affect valence. The traditional con-
ceptualization of affect valence has been formalized as the circumplex
model (CM) (Russell, 1980), which posits that positive affect and ne-
gative affect occupy opposite positions with respect to valence. Thus,
savoring feelings of happiness or joy at a particular moment should be
incompatible with the presence of sadness. According to this approach,
affective states occupy a discrete position around a perimeter of space
characterized by two cardinal dimensions: valence and arousal. At any
given time, one can experience a single affective state distinguished by
a specific valence and level of arousal. By contrast, the evaluative space
model (ESM), an alternative model of affect, does not impose such re-
strictions on the compatibility of positive and negative affective states
during an affective experience (Cacioppo et al., 1999; Larsen et al.,
2001). The ESM permits several modes of affective activation, including
co-activation and co-inhibition (Larsen et al., 2001). That is, co-acti-
vation would permit positive affect (e.g., happy) and negative affect
(e.g., sad) to be simultaneously activated, whereas co-inhibition would
require that positive affect inhibits the activation of negative affect and
vice versa.

1.2. Network dynamics of affect and physical activity

Of note, the principal research program adopted by affective science
has largely focused on affect as a static phenomenon (Houben et al.,
2015). However, it is not well understood whether positive and nega-
tive affect co-activate each other or whether they are co-inhibitory.
Little research has endeavored to understand temporal aspects of affect
valence (Houben et al., 2015; Stavrakakis et al., 2015; Bodner et al.,
2018) and, moreover, no research has delineated the dynamic network
structure of individual facets of positive and negative affect over time.
A dynamic network approach to affect valence can elucidate whether
dynamic patterns of co-activation, co-inhibition or both emerge over
time. Furthermore, the network dynamics of affect valence may have
important implications in distinguishing health and psychopathology

through differential dynamic patterns (e.g., co-activation versus co-in-
hibition) (Fisher, 2015; Hofmann et al., 2016; Nelson et al., 2017).

Beyond the network structure of positive and negative affect, it is of
theoretical importance to determine the dynamic relationships occur-
ring between affect valence and physical activity. A core feature of
contemporary models of affective states is that they poise individuals to
engage in affect-appropriate behaviors (e.g., withdraw when sad or
engage when happy) (Scherer, 2005). Therefore, dynamic networks of
positive and negative affect will also include daily actigraphy-based
activity levels as a feature.

1.3. Critical slowing down in affect and physical activity

In addition to understanding the network dynamics of affect in bi-
polar disorder, it would be important to examine whether specific dy-
namic indices are predictive of sudden transitions in clinical severity.
There has been a recent call to characterize psychopathology as a
complex system, which possess certain dynamic characteristics that can
predict the system's behavior. A principal characteristic of complex
systems is that they exhibit ‘tipping points’, which are critical transi-
tions or sudden changes to a qualitatively different state. Critical
slowing down has been explored as an important property of complex
systems in other disciplines (e.g., aquatic food-web resources in
ecology, chronic diseases in medicine, etc.) (Gsell et al., 2016; Rikkert
et al., 2016). In accordance with the complex dynamic systems fra-
mework, system dynamics should recover more slowly from small
perturbations when approaching an impending tipping point
(Meisel et al., 2015). In affective science, critical slowing down might
provide a framework for identifying tipping points in affective health
(e.g., slower recovery time from a negative affective state after a sig-
nificant life stressor may predict transitions in clinical status or se-
verity). Indices of critical slowing down can be investigated by mod-
eling temporal autocorrelation (van de Leemput et al., 2014). This is the
first study to determine whether affect valence functions as an index of
critical slowing down among individuals with bipolar I disorder.

1.4. Current study

In the current study, a dynamic network approach was employed to
delineate the network structure of positive and negative affect, as well
as physical activity. Furthermore, we examined whether critical tran-
sitions in severity of depression among participants with bipolar dis-
order can be predicted by indices of critical slowing down, which have
been theoretically linked to sudden transitions or ‘tipping points’ in
complex dynamic systems. Using an intensive longitudinal design, we
evaluated the temporal dynamics of positive and negative affect in two
groups: participants with no lifetime history of psychiatric disorders
and a clinical group consisting of participants diagnosed with bipolar I
disorder.

2. Methods

2.1. Participants

As part of a larger study (Gershon et al., 2012), we recruited 32
adults (ages 18–64) diagnosed with bipolar I disorder who were cur-
rently inter-episode and 36 healthy adults with no history of Axis-I
psychiatric disorders. The two groups were matched on age and gender.
Demographic characteristics are detailed in Supplementary Table 1.

The following eligibility criteria were required for individuals in the
bipolar group: (a) DSM-IV-TR criteria (APA, 2000) for a diagnosis of
bipolar I disorder and (b) no diagnosis of substance or alcohol abuse or
dependence in the past six months based on DSM-IV-TR criteria. In
addition, at study entry, participants in the clinical group were required
to have achieved inter-episode status based on (1) the absence of a
current (past month) depression, mania/hypomania, or mixed episode
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based on DSM criteria, and (2) scoring below established thresholds on
two clinician-administered symptom scales: a score of less than 24 on
the Inventory of Depressive Symptomatology, Clinician Rating (IDS-C)
(Rush et al., 1996) and a score of less than 12 on the Young Mania
Rating Scale (YMRS) (Young et al., 1978). Participants were excluded
for the presence of serious medical or neurological conditions known to
influence daily activity patterns (e.g., Alzheimer's disease, history of
head trauma), an unstable living arrangement, or a primary sleep dis-
order.

A more detailed account of the procedures is discussed elsewhere
(Gershon et al., 2012). The University of California, Berkeley Institu-
tional Review Board approved all study procedures. In brief, after
participants provided informed consent, completed a baseline assess-
ment including in-person structured clinical interviews to establish
lifetime history of Axis-I psychiatric disorders and, for participants in
the bipolar disorder group, current inter-episode status. Eligible parti-
cipants underwent an 8-week assessment period in which they provided
once-per-day ratings of positive and negative affect using the PANAS,
and completed continuous actigraphy. Participants were re-assessed for
inter-episode status using clinical interviews at two time points: one
month and two months following baseline.

2.2. Measures

2.2.1. Psychiatric disorders and symptom severity
To determine the presence of Axis-I psychiatric disorders, the

Structured Clinical Interview for DSM-IV (SCID) (First et al., 2002) was
administered. Diagnostic non-rater reliability for a randomly chosen
subset of participants (n=17) in the current study was excellent
(k=1.00). Two additional clinician administered instruments were
used to assess current (past month) depression and mania symptom
severity. The IDS-C is a 30- item instrument that measures current (past
month) depression severity. Scores range from 0 to 84 (Rush et al.,
1996). The YMRS contains 11-items to assesses current (past month)
mania severity. Scores range from 0 to 60. Intra-class correlations be-
tween the original interviewer and an independent rater for a randomly
chosen subset of participants (n=42) were strong (r=0.90 for IDS-C
and r=0.84 for YMRS). Only the IDS-C was employed for the primary
analyses; the SCID and IDS-C were used to establish eligibility.

2.2.2. International positive and negative affect schedule-short form (I-
PANAS-SF)

The I-PANAS-SF is a brief self-report measure that assesses positive
and negative affect (Thompson, 2007). This instrument comprises of a
set of non-redundant items that measure well-characterized domains of
positive and negative affect. Of the ten items, five are indicators of
positive affect (i.e., ‘active’, ‘alert’, ‘inspired’, ‘determined’, and ‘atten-
tive’), and five measure negative affect (i.e., ‘ashamed’, ‘upset’, ‘hostile’,
‘nervous’, and ‘afraid’). Prior research has demonstrated that the I-
PANAS-SF evidenced good reliability and validity (Thompson, 2007).

2.2.3. Actigraphy
Estimates of daily physical activity levels were obtained with

Actiwatches (AW64, Respironics Inc., Bend OR) worn continuously on
the wrist of the non-dominant hand (Sadeh et al., 1995). Physical
movement data were sampled at 60 s intervals. Data derived from the
watch's accelerometer were downloaded and pre-processed using Re-
spironics Actiware Version 5.5. Movement data were analyzed using
functional principal components analysis (fPCA), which extracts or-
thogonal components from semi-continuous data (Ramsay et al., 2009).
Four components were derived from this analysis, which together ac-
counted for 80.1% of the variance in the movement data. The fPCA
analysis and resulting components from this sample are described
elsewhere (Gershon et al., 2016). In the current study, we used the first
component of the fPCA analysis, which provides an overall index of
daily activity.

2.3. Data analytic strategy

To interrogate the dynamic network structure, items from the
PANAS and actigraphy-based activity levels (derived from fPCA ana-
lysis) were used to model the relationship between positive affect, ne-
gative affect, and physical activity data using the R package mlVAR
(Epskamp et al., 2016). Each item on the PANAS, as well as the daily
actigraphy-derived fPCA scores, was a node. Edges between nodes re-
flected directed partial regression coefficients. That is, each directed
edge reflects a unique association between two nodes controlling for all
other relationships in the network. Two network structures were
modeled in the clinical and non-clinical group: (1) a dynamic network
of positive and negative affect, and (2) a dynamic network of positive
affect, negative affect, and daily actigraphy-derived fPCA scores.

Specifically, dynamic networks were constructed using multilevel
vector autoregressive (VAR) analyses (Bringmann et al., 2013). In these
models, a given node at time t was regressed onto all other time lagged
t−1 independent variables. All models were analyzed using fixed es-
timates procedure of mlVAR, whereby only the intercept is random.
Thus, the fixed effect coefficients produced a weighted directed net-
work, in which the temporal connections can be construed as an ap-
proximation of causality, akin to Granger causality (Granger, 1969;
Bringmann et al., 2015). Visualizations of each network omitted non-
significant edges in the interest of removing superfluous detail.

Node centrality was determined by computing three centrality in-
dices: in-strength, out-strength, and betweenness. A node's in-strength
parameter denotes the sum of all weighted edges that are directed to-
ward it, whereas a node's out-strength parameter denotes the sum off all
weighted edges that proceed from it to another node. The betweenness
centrality parameter indicates the number of times that a node lies on
the shortest path between any other pair of nodes. The principal cen-
trality parameter emphasized in the current study is out-strength,
which best reflects a node's influence on other nodes in the network.
Generally, node strength is more stable than other centrality parameters
(e.g., betweenness, closeness, etc.) and, thus, serves as a good metric to
quantify network stability (Fried et al., 2016).

In accordance with the complex dynamic systems framework, in-
dices of critical slowing down were investigated by modeling temporal
autocorrelation (van de Leemput et al., 2014). Multilevel models were
specified such that a given affect variable at time t (e.g., rating of
ashamed at time t) was regressed on its t−1 score (e.g., rating of
ashamed at time t−1). This autoregression coefficient can be specified
to have an interaction effect with pre-post changes in depression
symptom severity scores (i.e., depression t1 – depression t2). A sig-
nificant interaction effect would determine whether changes in de-
pression symptom severity are associated with indices of critical
slowing down (i.e., the temporal autocorrelation of a given affect
variable). Multilevel models permit decomposition of within- and be-
tween-person effects (Krull and MacKinnon, 2001), whereby fixed ef-
fect and random effect components may be estimated. Person-mean
centering was employed for all level 1 predictors, which provided un-
ambiguous decomposition of within- and between-person effects
(Curran and Bauer, 2011). Random effect components of the slope and
intercept reflect individual differences.

Two-sided permutation tests were conducted to determine whether
node out-strength differed between positive affect and negative affect
nodes within each network (i.e., clinical and non-clinical), which would
illuminate whether a certain affect cluster is more central in each net-
work. In addition, differences in the out-strength centrality for positive
and negative affect were compared across clinical and non-clinical
networks.
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3. Results

3.1. Dynamic network structure of PA and NA

Among individuals in the clinical group, results of the mlVAR net-
work analyses demonstrated robust, positive associations both within
and between nodes of a particular valence (Fig. 1a). For instance, the
negative affect items formed a directed pathway proceeding from
‘hostile’ to ‘ashamed’ (β = 0.07, p < 0.01) and from ‘ashamed to
‘afraid’ (β=0.01, p < 0.05), and the positive affect node ‘attentive’
was prospectively predictive of other positive affect items (i.e., ‘alert’
(β=0.09, p < 0.01) and ‘determined’ (β=0.09, p < 0.01)). Between-
valence directed edges also emerged, as evidenced by the positive
pathways from ‘ashamed’ to ‘alert’ (β=0.04, p < 0.05) and ‘active’
(β=0.06, p < 0.05), as well as from ‘afraid’ to ‘attentive’ (β=0.04,
p < 0.05).

Although the dynamic network among individuals in the non-clin-
ical group exhibited positive associations across nodes of the same
valence, it also featured negative edges between nodes of opposite va-
lence (Fig. 1b). That is, the majority of the directed edges were positive
within nodes of positive affect (e.g., ‘inspired’ to ‘determined’
(β=0.06, p < 0.05)) and negative affect (e.g., ‘upset’ to ‘ashamed’
(β=0.08, p < 0.01)), whereas the majority of the between-valence
directed edges were negative (e.g., ‘active’ to ‘ashamed’ (β=−0.09,
p < 0.05)). Comparison of the clinical and non-clinical dynamic net-
works suggests that the clinical network comprises a significantly
greater proportion of positive directed edges (100%) than the non-
clinical network (58%, χ2= 5.07, p < 0.05). This indicates that co-
inhibition may be preserved in the non-clinical but not in the clinical
sample.

3.2. Out-strength centrality comparisons

The centrality indices for the clinical and non-clinical dynamic
networks are depicted in Supplementary Figs. 1 and 2, respectively. In
the clinical dynamic network, ‘attentive’ and ‘ashamed’ were especially
influential, possessing the highest out-strength centrality parameters
(i.e., OS=1.56 and OS=1.50, respectively). In the non-clinical dy-
namic network, ‘determined’ and ‘upset’ exhibited the largest out-
strength centrality parameters (i.e., OS=2.01 and OS=0.86, respec-
tively).

Several permutation tests were conducted to facilitate comparisons
of node centrality across positive and negative affect and across clinical
and non-clinical groups. In the clinical dynamic network (Fig. 1a), no
significant differences in out-strength emerged between positive affect
nodes (M=0.05) and negative affect nodes (M=0.07) (z=0.46,
p=0.64). Likewise, a similar pattern of results was revealed in the non-
clinical network (Fig. 1b) across positive affect (M=0.16) and negative
affect (M=0.10) (z=−0.91, p=0.36).

Comparisons of the overall clinical (M=0.06) and non-clinical
(M=0.13) dynamic networks revealed no significant differences in
out-strength (z=−1.57, p=0.11). For comparisons with only positive
affect nodes, no significant differences in centrality were found between
clinical (M=0.05) and non-clinical networks (M=0.16) (z=−1.46,
p=0.14). A similar pattern of results emerged for the negative affect
nodes across the clinical (M=0.07) and non-clinical networks
(M=0.10) (z=−0.57, p=0.56).

Upset

Hostile

Alert

Ashamed

Inspired

Nervous

Determined

Attentive

Afraid

Active

A. Clinical

Upset

Hostile

Alert

Ashamed

Inspired

Nervous

Determined

Attentive

Afraid

Active

B. Non-Clinical

NA PA

Fig. 1. Dynamic network structure of PA and NA
Note: In Figure 1A, positive directed edges emerged both within and between positive and negative affect nodes, suggesting temporal co-activation patterns char-
acterize affective pathology. Fig. 1B reveals that positive directed edges are more frequent within nodes of a single valence than between oppositely valenced nodes.
Thickness of arrow reflects strength of association. Solid arrows denote positive associations, whereas dashed arrows denote negative associations.
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3.3. Dynamic network structure of PA, NA, and actigraphy-derived daily
activity

The inclusion of actigraphy-derived daily activity as a node yielded
differential dynamic network structures between the clinical group and
non-clinical group. Specifically, modeling activity levels resulted in the
formation of an isolated community of nodes in the clinical group
(Fig. 2a). In one community, physical activity formed a positive feed-
back pathway with the positive affect node ‘active’ (actigraphy-based
daily activity levels→ ‘active’ β = 0.08, p < 0.01; ‘active’→ acti-
graphy-based daily activity levels β= 0.14, p< 0.01). Higher levels of
‘ashamed’ prospectively predicted lower levels of physical activity in
the clinical group (β = −0.06, p < 0.05). In the larger community of
nodes, the directed edges across individual nodes of positive and ne-
gative affect were positive in direction, similar to Fig. 1a.

Among the individuals in the non-clinical group, activity levels were
prospectively predicted by the negative affect nodes ‘ashamed’
(β=−0.05, p < 0.01) and ‘afraid’ (β=−0.05, p < 0.01) (Fig. 2b).
Moreover, higher levels of the positive affect node ‘active’ prospectively
predicted greater actigraphy-based daily activity levels (β=0.08,
p < 0.01). Akin to Fig. 1b, the within-valence directed edges were
primarily positive, whereas the between-valence directed edges were
largely negative.

3.4. Indices of critical slowing down

Several multilevel models were pursued to determine whether cri-
tical slowing down in positive affect, negative affect, or actigraphy-
based daily activity levels predicted significant changes in depression
symptoms in the clinical group. Results revealed significant interaction

effects between the autocorrelation coefficient and depression change
for two affect variables: ‘alert’ (β=−0.01, p < 0.05) and ‘inspired’
(β = −0.01, p < 0.05) (Table 1). As demonstrated in Supplementary
Fig. 3, worsening of depression was associated with larger auto-
correlation coefficients for these two affect variables. That is, critical
slowing down in temporal dynamics of ‘alert’ and ‘inspired’ is predictive
of greater transitions in depression symptoms over time.

4. Discussion

Collectively, the results provide evidence that individuals with bi-
polar disorder can be distinguished from healthy controls based on
differences in their dynamic network structure of positive and negative
affect. Specifically, these results reveal that directed edges between
nodes of opposite affect valence are largely positive in direction among
individuals with bipolar disorder, whereas they are more varied in di-
rection among healthy controls. This suggests that for individuals in the
bipolar disorder group, once one affective state is activated it is more
likely that any other affective state will be activated irrespective of
valence. This finding comports with prior research that suggests that
impoverished emotion differentiation (i.e., the ability to distinguish
between various discrete positive and negative emotions) is related to
poorer mental health and emotion regulation deficits (Barrett et al.,
2001).

Furthermore, these results have important implications when con-
sidered in light of contemporary theories of affect by potentially re-
conciling discrepancies between models. The traditional CM posits that
the simultaneous activation of positive and negative affect is pro-
hibited, as individual positive and negative affective states occupy op-
posing positions on the valence-activation circumplex grid. For

Upset

Hostile

Alert

Ashamed

Inspired

Nervous

Determined

Attentive

Afraid

Active

Actigraphy

A. Clinical

Upset
Hostile

Alert

Ashamed

Inspired

Nervous

Determined

Attentive

Afraid

Active

Actigraphy

B. Non-Clinical

NA PA Actigraphy

Fig. 2. Dynamic network structure of PA, NA, and physical activity.
Note: In Fig. 2A, higher levels of being ‘ashamed’ prospectively predicted less physical activity, whereas ‘active’ predicted more physical activity. As revealed in
Fig. 2B, physical activity is connected to a more diverse set of positive and negative affect nodes in non-clinical individuals. Thickness of arrow reflects strength of
association. Solid arrows denote positive associations, whereas dashed arrows denote negative associations.
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example, an affective state characterized by moderate activation and
moderate positive valence, such as elation, would be diametrically
opposite to an affective state characterized by moderate inactivation
and moderate negative valence, such as depression. Revised versions of
the CM posit that this bipolarity of affective experience occurs not only
at a single time point, but also across short time-frames (e.g., a period of
a day) (Remington et al., 2000). Thus, affective states of opposite va-
lence would interact in a co-inhibitory fashion according to the CM. In
contrast, the ESM permits multiple forms of affective activation, in-
cluding co-activation and co-inhibition, but it does not specify the exact
conditions under which they are likely to occur.

The results of the current study substantiate that both co-activation
and co-inhibition are possible for opposite-valenced affective states;
however, these activation patterns are differentially associated with
clinical outcomes. The tenets of the CM may hold for individuals
without a psychiatric condition, as their dynamic networks revealed a
co-inhibitory relationship between affective states of opposite-valence.
The CM does not, however, adequately account for affect dynamics of
individuals with bipolar disorder. The presence of co-activation across
positive and negative affect in the clinical dynamic networks provides
support for ESM, which is more permissive. Thus, this study offers
important context to account for the existence of both co-inhibition and
co-activation of opposite-valenced affect states. These findings are
corroborated by prior research, suggesting that experiences of si-
multaneous positive and negative affect in response to complex emo-
tional situations may have deleterious health consequences
(Larsen et al., 2001). Thus, these results provide important evidence
attesting to the empirical possibility of two theoretically distinct acti-
vation patterns (i.e., co-inhibition and co-activation) and specifies one
potential condition under which co-activation emerges (i.e., the pre-
sence of bipolar disorder).

Beyond the broader level of affect valence, the dynamic character-
istics of individual states of positive and negative affect were also of
clinical importance. Specifically, critical slowing down in ‘alert’ and
‘inspired’ were associated with changes in depression symptoms. That
is, these results indicate that as the levels of certain nodes become
progressively more similar across time, the more likely it is that an
individual with bipolar disorder will experience an increase in de-
pression symptoms. Identifying indicators of critical slowing down can
provide crucial insight into the dynamic processes that contribute to

maintenance and pathogenesis of affective disorders. The clinical sig-
nificance of critical slowing down is consistent with research identi-
fying emotional inertia as a predictor of worsening depression (Houben
et al., 2015; Wichers et al., 2016). Furthermore, prior research has
suggested that dynamic network characteristics of depression may
provide insight into the high relapse rates that occur subsequent to
treatment (Snippe et al., 2017).

It is important to acknowledge certain limitations of this study that
bear on interpretation of the results. First, although the current study
used an intensive longitudinal design to address questions about the
dynamics of affect and physical activity, it should be noted that ratings
of affect were collected once per day across the study period. To further
our knowledge of momentary experiences of affect, it would be bene-
ficial to examine the network dynamics of affect in clinical samples
using affect ratings that are collected numerous times each day. Second,
participants in the bipolar group were required to maintain inter-epi-
sode status throughout the study period. Our focus on the inter-episode
period by definition precluded examination of predictors of episode
relapse. Although the inter-episode period allows for identification of
factors that sustain impairment outside of acute episodes and maintain
vulnerability, it will be important for the present results to be replicated
with participants who have more variable symptom profiles to identify
indicators of critical slowing down that lead to relapse. Third, the
current study did not collect data on neurocognitive deficits or social
cognition domains such as theory of mind or social perception. Future
research may benefit from examining how the dynamics of affect va-
lence interact with social cognition. Fourth, prior research has sug-
gested the possibility of gender differences in negative affect
(Fujita et al., 1991). The sample size of the current study is not large
enough to further divide the bipolar and healthy control participants
into each gender category to examine between group network differ-
ences. However, future research on affect dynamics should consider the
role of gender.

Fifth, the temporal networks assume stationarity, which requires
that the properties of the network are constant over time. Because
stationarity may not always apply to dynamic properties of psycholo-
gical constructs, it will be beneficial to develop time-varying multilevel
network models that may better account for time trends. Finally, there
has been some discussion about the utility of estimating temporal au-
tocorrelation to identify critical slowing down in multilevel models,

Table 1
Autoregression multilevel models.

Parameter Active Alert Inspired Determined Attentive
PA fixed effects Estimate SE Estimate SE Estimate SE Estimate SE Estimate SE

Intercept (γ00) 2.35⁎⁎⁎ 0.13 2.59⁎⁎⁎ 0.15 2.28⁎⁎⁎ 0.17 2.78⁎⁎⁎ 0.18 2.69⁎⁎⁎ 0.16
Affect t−1 (γ10) 0.08* 0.03 0.11⁎⁎ 0.03 0.16⁎⁎⁎ 0.03 0.12⁎⁎ 0.03 0.13⁎⁎⁎ 0.03
Depression Δ (γ01) −0.01 0.02 0.01 0.02 −0.05 0.03 −0.02 0.03 0.002 0.03
Affect t−1×Depression Δ (γ11) −0.003 0.01 −0.01* 0.01 −0.01* 0.005 0.003 0.006 −0.01 0.01

Ashamed Upset Hostile Nervous Afraid
NA Fixed Effects Estimate SE Estimate SE Estimate SE Estimate SE Estimate SE

Intercept (γ00) 1.29⁎⁎⁎ 0.07 1.65⁎⁎⁎ 0.09 1.34⁎⁎⁎ 0.07 1.54⁎⁎⁎ 0.11 1.32⁎⁎⁎ 0.09
Affect t−1 (γ10) 0.15 0.05 0.15⁎⁎⁎ 0.03 0.12⁎⁎ 0.04 0.14⁎⁎⁎ 0.03 0.10 0.05
Depression Δ (γ01) −0.005 0.01 −0.03 0.02 0.01 0.01 −0.03 0.02 −0.03 0.02
Affect t−1×Depression Δ (γ11) 0.006 0.01 −0.001 0.01 −0.009 0.01 −0.01 0.01 −0.01 0.01

Actigraphy
Act. Fixed Effects Estimate SE

Intercept (γ00) −32.57⁎⁎⁎ 3.69
Act. t−1 (γ10) 0.15⁎⁎ 0.05
Depression Δ (γ01) −0.64 0.67
Act. t−11 × Depression Δ (γ11) −0.002 0.01

Note. SE= standard error; Δ= change; PA= positive affect; NA=negative affect; Act= actigraphy. Random effect components are omitted for ease of presentation.
⁎ p < 0.05;
⁎⁎ p < 0.01;
⁎⁎⁎ p < 0.001.
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with some critiques contending that such an approach conflates be-
tween-subject and within-subject variability (Bos and De Jonge, 2014).
In response to this critique, Wichers and colleagues (2014) asserted that
person-mean centering unambiguously disaggregates between-subject
and within-subject effects, and they argued that the group-based ap-
proach of using multilevel models to investigate critical slowing down
is still consistent with the principles of dynamic systems. That not-
withstanding, it would still be advantageous for future research to ex-
amine concepts such as critical slowing down in a more intra-individual
approach whereby increased autocorrelation in a single person could
predict changes in disorder state.

Despite these limitations, an important implication of this work is
that differential dynamic network properties can distinguish clinical
and non-clinical participants through distinct activation patterns of
affect and physical activity (i.e., co-activation and co-inhibition).
Because affective disorders such as bipolar disorder are heterogeneous
in terms of presentation and etiology (Kessler et al., 2005), it is ne-
cessary to adopt a precision medicine approach to ascertain which in-
dividual differences confer risk for increases in disorder severity. The
dynamic systems approach represents a potential framework that per-
mits the identification of individual differences in the temporal course
of affect (Kuppens et al., 2010). In the current study, we elucidated
general dynamic markers of affective health and pathology in relation
to positive and negative affect (i.e., lack of between valence co-in-
hibition and critical slowing down). The dynamic network approach
can be extended to examine idiosyncratic features of a single person's
affect over time to predict clinically significant changes in emotional
health. As intensive longitudinal designs (e.g., ecological momentary
assessment) become more readily implementable with available
smartphone technology, it will be possible to develop tools that monitor
affect over time to identify dynamic network signatures of emotional
health and pathology.
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