Population spatial frequency tuning in human early visual cortex
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Aghajari S, Vinke LN, Ling S. Population spatial frequency tuning in human early visual cortex. J Neurophysiol 123: 773–785, 2020. First published January 15, 2020; doi:10.1152/jn.00291.2019.—Neurons within early visual cortex are selective for basic image statistics, including spatial frequency. However, these neurons are thought to act as band-pass filters, with the window of spatial frequency sensitivity varying across the visual field and across visual areas. Although a handful of previous functional (f)MRI studies have examined human spatial frequency sensitivity using conventional designs and analysis methods, these measurements are time consuming and fail to capture the precision of spatial frequency tuning (bandwidth). In this study, we introduce a model-driven approach to fMRI analyses that allows for fast and efficient estimation of population spatial frequency tuning (pSFT) for individual voxels. Blood oxygen level-dependent (BOLD) responses within early visual cortex were acquired while subjects viewed a series of full-field stimuli that swept through a large range of spatial frequency content. Each stimulus was generated by band-pass filtering white noise with a central frequency that changed periodically between a minimum of 0.5 cycles/degree (cpd) and a maximum of 12 cpd. To estimate the underlying frequency tuning of each voxel, we assumed a log-Gaussian pSFT and optimized the parameters of this function by comparing our model output against the measured BOLD time series. Consistent with previous studies, our results show that an increase in eccentricity within each visual area is accompanied by a drop in the peak spatial frequency of the pSFT. Moreover, we found that pSFT bandwidth depends on eccentricity and is correlated with the pSFT peak; populations with lower peaks possess broader bandwidths in logarithmic scale, whereas in linear scale this relationship is reversed.

NEW & NOTEWORTHY Spatial frequency selectivity is a hallmark property of early visuocortical neurons, and mapping these sensitivities gives us crucial insight into the hierarchical organization of information within visual areas. Due to technical obstacles, we lack a comprehensive picture of the properties of this sensitivity in humans. Here, we introduce a new method, coined population spatial frequency tuning mapping, which circumvents the limitations of the conventional neuroimaging methods, yielding a fuller visuocortical map of spatial frequency sensitivity.

fMRI: spatial frequency; visual cortex

INTRODUCTION

The initial stages of visual perception are constructed from a handful of building blocks residing within early visual cortex, including spatial frequency (SF; Watanabe et al. 1968; Wilson et al. 1983). Spatial frequency sensitivity plays a crucial role in determining the degree to which a neural population can discern the spatial scale of information processed within a visual scene. For instance, neural populations that prefer low spatial frequency content can detect coarse luminance variations but are blind to fine details. Recordings from visual cortices in nonhuman primates have typically found band-pass selectivity, wherein a visuocortical neuron displays peak sensitivity for a particular SF, which is narrowly tuned to a range of neighboring frequencies. The neuronal response to frequencies lower or higher than the peaked preference, however, drops off rapidly (Campbell et al. 1969; De Valois et al. 1982; Movshon et al. 1978b).

Spatial frequency preferences in animal V1 indicate coarse structural organization, wherein the distribution of spatial frequencies changes continuously across primary visual cortex (Everson et al. 1998; Issa et al. 2000). Although neurons with receptive fields corresponding to the same visual eccentricity tend to exhibit a wide range of SF sensitivities, the overall distribution of SF tuning preferences gradually shifts toward lower SFs as a function of eccentricity (Xu et al. 2007; Yu et al. 2010). In addition to this retinotopically organized drop-off in spatial frequency with eccentricity, systematic variations of the peak preference have been observed across the visuocortical hierarchy, as well. The mean peak SF preference at a particular eccentricity is roughly one third of the SF preference found in the preceding visual area along the visuocortical hierarchy (Foster et al. 1985; Issa et al. 2000; Movshon et al. 1978b). Interestingly, the bandwidth of spatial frequency tuning appears to change as well, with electrophysiological recordings in cat V1 revealing an inversely proportional relation between peak and bandwidth of spatial frequency tuning, wherein neurons with preferences for higher spatial frequencies tend to have narrower bandwidths (De Valois et al. 1982).

To investigate the retinotopic organization of spatial frequency tuning in humans, a handful of studies have used functional magnetic resonance imaging (fMRI). From a methodological point of view, these studies can be categorized into two groups: phase-encoding and stimulus-blocked designs. The phase-encoding approach is advantageous because it allows the peak spatial frequency tuning to be efficiently estimated for every individual voxel. Results using this approach are consistent with animal studies, replicating the negative correlation between peak SF preference and eccentricity (Sa-
METHODS

Stimuli and procedures. Across each scan, participants viewed a set of stimuli that varied in spatial frequency content, ranging from a low 0.5 cycles/degree (cpd) to a high 12 cpd. Specifically, each stimulus was generated by filtering uniformly distributed noise with a narrow band-pass filter. The central SF of the band-pass filter (filter fixed-width: 0.1 cpd) spanned between 0.5 and 12 cpd, sampled at 40 logarithmically spaced frequencies (Fig. 1A). For each central SF, 10 different versions were generated, each from a different initial noise distribution. The stimuli had a Michelson contrast of 90% and were presented as a large annulus around fixation (outer diameter: 19.6°; inner diameter: 0.32°). A fixation point was displayed at the center of the display, throughout the experiment (diameter of 0.1°). To promote fixation, the fixation point’s color changed pseudorandomly on average every 4.5 s, and participants reported via key press the detection of these changes. All visual stimuli were generated using MATLAB (R2013a) in conjunction with the Psychophysics Toolbox-3 (Brainard 1997; Kleiner et al. 2007; Pelli 1997). All stimuli were displayed using a linearized VIPxx PROPixx projector (maximum luminance: 389 cd/m²).

During each run, participants maintained their gaze on a fixation point at the center of the display, detecting the color change of the fixation dot. Simultaneously, a set of stimuli with varying spatial frequency content was displayed in the periphery. The peripheral stimulus changed continuously with a temporal frequency of 10 Hz; however, the spatial frequency was updated in-synch with the scan sequence repetition time (TR = 1.000 ms, 1 Hz) (Fig. 1B). Each spatial frequency from our selected set was presented six times during a run, and the order of presenting the frequencies was determined in a pseudorandom manner. Presentation of the stimuli started and ended with a 10-s blank fixation period. Each participant completed a total number of 14 runs.

fMRI acquisition and analyses. All MRI data were collected on a Siemens 3T Prisma scanner using a 64-channel head coil. Responses to the varying spatial frequencies were measured during one 2-h session, and population receptive fields (pRF) were mapped during a separate session. In both sessions, blood oxygen level-dependent (BOLD) activity was measured with simultaneous multislice echoplanar T2*-weighted imaging (Moeller et al. 2010; Xu et al. 2013) with a field of view (FOV) oriented perpendicular to the calcarine sulcus [2 mm²; TR = 1.000 ms; echo time (TE) = 35.40 ms; flip angle (FA) = 64°; FOV = 136 × 136 × 72 mm]. At the beginning of the main experiment, a T1-weighted anatomical volume with the same positioning as the functional runs was acquired (MPRAGE; 2 mm³; TR = 2,530 ms; TE = 1.35 ms; FA = 7°; FOV = 136 × 136 × 72 mm). We registered the functional-matched T1 volume to a high-resolution reference anatomical T1-weighted whole brain volume (MPRAGE; 1 mm³; TR = 2200 ms; TE = 1.54 ms; FA = 7°; FOV = 256 × 256 × 256 mm) acquired during a separate session. For each subject, this allowed us to align all the functional runs with the high-resolution anatomical volume, using an automated robust image registration algorithm (Nestares and Heeger 2000). The mrTools neuroimaging analysis package (http://gru.stanford.edu/mrTools) was used to perform registration and standard preprocessing steps including motion correction, linear detrending, and applying a temporal high-pass filter (0.01 Hz). Before concatenation of all times series across runs for each subject in preparation for the modeling fitting procedure, the within-run percent signal change for each voxel was computed by dividing the BOLD signal during each run by the mean. Additional data analyses were then carried out using custom code written in MATLAB. We used population receptive field mapping (pRF) to delineate regions of interest (ROIs) V1–V3. The maps were acquired using standard techniques and stimuli (Dumoulin and Wandell 2008; Kay et al. 2013), and data analysis was performed using the analyze pRF MATLAB toolbox (Kay et al. 2013). Only voxels lying within the occipital region were included in the pRF analysis, which were identified using an occipital lobe label generated from an atlas based on intrinsic functional connectivity (Yeo et al. 2011). The investigation of the spatial frequency preference dependency on the preferred visual field position required having the parameters of both the pSFT and pRF analyses in alignment for each voxel. We used Freesurfer’s boundary-based registration (Greve and Fischl 2009) to bring the pRF analysis results into the pSFT functional session space. Then, by taking advantage of the capacity of mrTools to register individual functional runs to each other, while maintaining

![Fig. 1. Stimulus and experimental procedure. A: example stimuli varying in spatial frequency content. Each stimulus was generated by filtering uniform noise with a narrow band-pass filter that had a central spatial frequency equal to the desired spatial frequency content. The 5 presented frequencies are only a subset of 40 different frequencies that were used for data collection; cpd, cycles/degree. B: exemplar time course of stimulus presentation. During each run, subjects viewed a series of visual stimuli that changed constantly and rapidly. In spite of the temporal dynamics of the visual stimuli, the spatial frequency content of the stimuli remained the same for 1 repetition time (TR) and then randomly changed to a new spatial frequency.](image-url)
voxel-to-voxel correspondence across different runs, we were able to extract BOLD responses of functional runs and the estimated pRF parameters for the same voxels across all ROIs.

Population spatial frequency tuning modeling and estimation. Our modeling approach assumed a linear relation between the neural response and the BOLD response (Birn et al. 2001; Boynton et al. 1996; Hansen et al. 2004), allowing the concatenated BOLD response time series to be predicted by convolving the estimated population responses to the spatial frequencies of the stimuli that were presented, with a hemodynamic impulse response function (HIRF). In this study, we estimated the population spatial frequency tuning (pSFT) using a Gaussian function, for which the precise shape parameters are unknown (Farivar et al. 2017; Henriksson et al. 2008). With this assumed underlying model, we were able to synthesize an estimated BOLD response time series given the set of spatial frequency-varying stimuli presented in our imaging experiment. Since we were interested in assessing the unknown parameters in our pSFT model (preference and bandwidth) for each voxel, the synthesized time series from our pSFT estimates were iteratively fit to the measured BOLD response time series using a grid search to find the Gaussian model parameters that best aligned our synthesized and measured BOLD responses. We estimated the most accurate pSFT per voxel by assuming a hypothetical model for the pSFT and forcing its unknown parameters toward values that would result in the best fit between the synthesized and actual responses, given the examined spatial frequencies (Fig. 2).

Specifically, we assumed that the neural response to many different actual responses, given the examined spatial frequencies (Fig. 2). With this assumption, we treated the BOLD signal as the product of the convolution of the neural response to the spatial frequencies, generating a null distribution. The 95th percentile of the $R^2$ of these estimates, across each cortical region, was calculated per subject, and finally, the average of this value across all the subjects was set as the threshold for selecting voxels within that cortical area.

\[
R_2 = \frac{\text{variance explained}}{\text{total variance}}
\]

\[
R_2 = 1 - \frac{\sum (y - \hat{y})^2}{\sum (y - \bar{y})^2}
\]

In the equation, $\hat{y}$ is the predicted response, and $\bar{y}$ is the mean response.

\[
h(t) = \frac{(i / \tau)^{(n - 1)} e^{-t / \tau}}{\pi(n - 1)!}
\]

In the equation, $\tau$ is the time constant, $n$ is the phase delay fixed at a value of 3, and the time constant $\tau$ was set to 1.08. Moreover, in synthesizing the BOLD response, the delay between the stimulus onset and the MRI response was fixed at 2.05 s (Boynton et al. 1996). This model of the HIRF was selected over the two-gamma HIRF (Glover 1999) mainly due to its simplicity. Reanalysis of the data with a two-gamma function did not result in any substantial improvements nor changes in the qualitative pattern of results.

The coefficient of determination, $R^2$, between the synthesized signal, $B(t)$, and the real measured BOLD was used as a goodness-of-fit index. The two pSFT parameters, peak and bandwidth, that produced the highest $R^2$ value yielded the optimal set of pSFT parameters. To find the optimal parameters that maximized the $R^2$, we used exhaustive search. A grid comprised of the combination of 400 frequencies and 400 bandwidths between 0.1 and 1. To exclude the estimations that tended toward the limits, in the final analysis, only voxels with peaks between 0.01 and 5 and bandwidths between 0.2 and 0.9 were included.

Voxel selection. Considering the size of the stimuli, only voxels with pRF centers falling within the eccentricity range of 0.16–9.8° were included in the final analyses. Moreover, voxels with poor fits in either the pRF or pSFT analyses were excluded. An $R^2$ of 10% was set as the lowest acceptable goodness of fit for the pRF analysis. To set a threshold for the pSFT analysis, we carried out a permutation test, wherein sampling without replacement was used to shuffle the order of presented frequencies, generating a null distribution. The 95th percentile of the $R^2$ of these estimates, across each cortical region, was calculated per subject, and finally, the average of this value across all the subjects was set as the threshold for selecting voxels within that cortical area.

\[
R^2 = 1 - \frac{SS_{res}}{SS_{tot}}
\]

\[
SS_{res} = \sum (y - \hat{y})^2
\]

\[
SS_{tot} = \sum (y - \bar{y})^2
\]

In the equation, $SS_{res}$ is the residual sum of squares, and $SS_{tot}$ is the total sum of squares.
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Fig. 2. Schematic diagram of the proposed model-based approach. Blood oxygen level-dependent (BOLD) time series containing responses to varying spatial frequencies were both measured and synthesized. The synthesized BOLD response was calculated by convolving the hypothetical neural responses to the frequencies, i.e., the pSFT values at the tested frequencies with the hemodynamic impulse response function. The population spatial frequency tuning (pSFT) was modeled as a log Gaussian function (Eq. 1) with unknown mean ($\mu$) and SD ($\sigma$). Through comparison of the measured BOLD response with the synthesized one, the unknown parameters of the pSFT were estimated. The $R^2$ of the fit of the 2 time series is the index of similarity, and the final estimated parameters are the outputs of a recursive optimization procedure, with the goal of maximizing the similarity index; cpd, cycles/degree; a.u., arbitrary units; HIRF, hemodynamic impulse response function; *, convolution operation.
RESULTS

To evaluate population spatial frequency tuning (pSFT) profiles, we deployed a generative model-based analysis (Dumoulin and Wandell 2008; Harvey et al. 2013; Kay et al. 2008; Zhou et al. 2018), which allowed us to fit BOLD time series data with assumed underlying tuning parameters (detailed in METHODS). We modeled the pSFT function as log Gaussian, with two primary unknown parameters: 1) mean, the peak spatial frequency preference; and 2) the standard deviation, which affects the selectivity bandwidth. Gaussian models have previously been used in neuroimaging studies to characterize spatial frequency tuning (Farivar et al. 2017; Henriksson et al. 2008), and the log Gaussian function fitted our data better in comparison to a linear Gaussian (one-tailed t-test of the difference of the medians of the $R^2$ values; $P < 0.05$ for V1–V2). The model-based analysis involved iteratively fitting the BOLD time series data by changing the parameters of an assumed underlying model to predict the best input/output relationship between the spatial frequency presented at a given moment and neural response. For any given sequence of spatial frequencies presented to an observer in a scan, the modeled neural response is transformed into a simulated BOLD response through convolution with an assumed hemodynamic impulse response function. The parameters (peak and SD) that maximized the $R^2$ of this fit were taken to be the final estimates for the pSFT of that particular voxel. Note that while the assumption of linearity between neural and BOLD response fails in certain regimes, the linearity approximation holds across quite a large range of conditions (Birn et al. 2001; Boynton et al. 1996; Hansen et al. 2004).

After estimation of the parameters, we first set out to qualitatively assess the organization of the estimated pSFT peaks across the visual field (Fig. 3), using voxel-based retinotopic preferences derived from independent pRF mapping, per participant. Doing so revealed systematic changes in the peak spatial frequency selectivity with eccentricity. Consistent with previous reports (Henriksson et al. 2008; Hess et al. 2009; Sasaki et al. 2001), voxels with retinotopic preferences closest to the foveal confluence were selective for higher spatial frequencies, and this peak preference dropped off as a function of eccentricity. To focus on the eccentricity-based effects, in subsequent analyses we collapsed our results across polar angles (Fig. 4A). This decline in peak spatial frequency preference with eccentricity emerged across all participants and across visual areas V1–V3 (Fig. 4B).

To quantify the precise nature of the relationship between eccentricity and peak spatial frequency preference, we fit the binned data with three candidate models proposed by previous work: Linear, Multiplicative Inverse (M-Inverse), and a Hinged Line (H-Line). These three models that were fit on the mean peaks within eccentricity bins are expressed as Eq. 4 to Eq. 6, respectively.

$$\mu = A \cdot eccen + B$$

$$\mu = A / eccen + B$$

$$\mu = \begin{cases} 
B 
& \text{eccen} < A \\
B + (eccen - A) \cdot C 
& \text{eccen} \geq A 
\end{cases}$$

In the equations, $\mu$ is the peak, $eccen$ is the eccentricity, and $A$–$C$ are the unknown parameters, estimated separately for each function.

While a linear relationship has some support by Hess et al. (2009) and D’Souza et al. (2016), a hinged line relationship has been proposed as a plausible model, as well. Indeed, the hinged line has been used for describing the relationship between eccentricity and RF size in the past (Freeman and Simoncelli 2011). Moreover, this relationship between receptive field size and spatial frequency preference has been recently proposed as the central assumption behind the proposed single-unit receptive field (suRF) procedure (Keliris et al. 2019). To test the assumption that pRF size and spatial frequency sensitivity are

![Fig. 3. Voxel-wise map of the population spatial frequency tuning (pSFT) peak across the visual field. Each point represents a single voxel. The color codes the magnitude of the estimated pSFT peak of the voxel, and the size of the points are scaled with their $R^2$ of the pSFT fits. The locations of the points are selected according to the population receptive fields polar angle and eccentricity coordinates of the corresponding voxels. The symbols correspond to different subjects. In all 3 regions, the foveal voxels prefer the highest spatial frequencies and this value drops when moving toward the more peripheral regions. Moreover, the frequencies represented in V1 seem to be higher in comparison to the higher cortical regions.](image-url)
related, we included this as a candidate for modeling the eccentricity-spatial frequency sensitivity relationship, as well. This assumption is based on findings in simple cell recordings (Enroth-Cugell and Freeman 1987; Cleland et al. 1979). However, it is worth noting that evidence suggests that complex cells may diverge from this rule (Movshon et al. 1978a), and the existence of such relationship has been debated (Welbourne et al. 2018). Considering that there is evidence in favor of both possibilities, and we have measurements of both spatial frequency and pRF eccentricities acquired directly during an imaging session, we were able to test the possibility of a hinged line relationship in humans.

Alternatively, a multiplicative inverse function has been used as an approximation of the cortical magnification factor that changes along with visual eccentricity (Harvey and Dumoulin 2011). The relationship between visual field coordinates and the corresponding retinotopic location of the representation across the early visual cortex has been shown to be well described by a complex logarithm function (Schwartz 1977), the derivative of which is approximated by multiplicative inverse function (Schira et al. 2007). Although it has been argued that the exact magnification is not polar invariant, this relationship is claimed to be a valid first order approximation (Schira et al. 2010). To determine which model provided the best and simplest description of our results, we compared the corrected Akaike’s information criterion (AICc) values of each model fit, which is a corrected variant that better accounts for a lower sample size (Hurvich and Tsai 1989). The AICc values for each model were transformed into the ΔAICc values, which is simply the differences in AICc values between a candidate model, and the minimum AICc across the three models (Burnham and Anderson 2002). The closer a ΔAICc is to zero, the better that model is believed to account for the data relative to the other candidate models. Figure 5 is the mean ΔAICc value across subjects, indicating that across V1–V3, the lowest AICc value supports a multiplicative inverse relationship, wherein peak spatial frequency preference is the reciprocal of eccentricity (for individual subjects’ fits, refer to the Supplemental Materials that are deposited in the Figshare repository at https://doi.org/10.6084/m9.figshare.11499801.v1). On a log-log scale, this manifests as a linear relationship between peak and eccentricity, from which we could then derive a parsimo-

![Fig. 4. Relationship between the population spatial frequency tuning (pSFT) peak and retinotopic eccentricity. A: peak of the pSFT declines with eccentricity in area V1. Each point is a voxel. Data from each subject is displayed with a certain color: cpd, cycles/degree. B: mean subject-wise pSFT peak estimates within each eccentricity bin. Nine bins linearly spaced within the eccentricity range of [0.16°, 9.8°] have been used. Error bars show the means ± SE. C and D: parameters of the line that models the relationship between the peak pSFT and the eccentricity (both in logarithmic scale); slopes (C) and intercepts (D) of such lines, fitted per subject on the binned data (bins similar to B), are shown. The slopes are significantly <0 in all 3 cortical regions. The intercept of the V1 area is significantly larger than this value in V3 area and almost significantly larger than the corresponding value in V2 (*P < 0.05; **P < 0.001).](https://doi.org/10.6084/m9.figshare.11499801.v1)

![Fig. 5. Comparison of model fits for peak-eccentricity relationship. The lowest change in corrected Akaike’s information criterion (ΔAICc) score across all visual areas of V1 to V3 belongs to the M-Inverse function. Performances of the Linear and H-Line models are very similar and poorer than the M-Inverse. Each bar shows the mean ΔAICc value across all eight subjects and the error bars represent the standard error of the mean. Note that the values for the M-Inverse are very small (indicating the best candidate model) and not very variable and thus difficult to see.](https://doi.org/10.6084/m9.figshare.11499801.v1)
nious quantification of the drop-off with eccentricity (slope) and the peak spatial frequency tuning at the innermost eccentricity (intercept). Turning first to the slope estimates, the means of the fitted lines across subjects for V1, V2, and V3 were, respectively, $-0.49$ (SD = 0.10), $-0.37$ (SD = 0.14), and $-0.44$ (SD = 0.22), with all slopes being significantly negative ($P < 0.001$ for all regions) (Fig. 4C). Despite a decrease in the overall spatial frequency preference from V1 to V3, the rate of drop-off in preference was preserved across visual areas, with no significant differences in slope found between areas (one-way ANOVA, $F_{2,21} = 1.05, P = 0.37$).

However, the intercept parameter, which served as a proxy for the peak preference at the innermost eccentricity, varied significantly across areas (one-way ANOVA, $F_{2,21} = 3.93, P = 0.04$) (Fig. 4D). A post hoc Tukey test indicated that the differences were primarily between V1 and extrastriate visual areas (significant between V1 and V3, $P = 0.045$; close to significant in V1 vs. V2, $P = 0.086$). We converted the intercept back to spatial frequency by taking the exponential of the intercept, as this indicates the maximal SF represented within each of our cortical ROIs, and found the highest value in V1 (1.99 cpd, SD = 0.28), which drops down in V2 (1.60 cpd, SD = 0.24) and V3 (1.55 cpd, SD = 0.46).

Psychophysical and neurophysiological studies suggest that perceptual sensitivity is impacted not only by eccentricity but by anisotropies in perceptual sensitivity across polar angle, as well (Carrasco et al. 2001, 2002; Karim and Kojima 2010; Levine and McAnany 2005; Rijsdijk et al. 1980). To examine whether our estimated pSFTs reveal nonuniformities across the visual field, we leveraged pRF mapping to split the visual field into sections (Silva et al. 2018), allowing us to simply test for differences in the pSFT parameters between sets of quadrants of the visual field. The quadrants were comprised of 90° wedges above, below, left, and right of fixation. In addition, the eccentricity range was divided into 10 equally spaced bins. Figure 6 shows the mean of the pSFT peaks lying within these

![Fig. 6. Comparison of peak spatial frequency (SF) between different quadrants of the visual field. Each column is a visual area (V1–V3), and each row is a comparison of retinotopic coverage. Specifically, each plot shows the mean estimated peak within an eccentricity bin, across subjects, for 2 opposing quadrant sets that are designated with red and blue colors in the insets of the plots on the left. In V1, horizontal, left, and lower quadrants have higher peaks in comparison with the vertical, right, and upper quadrants ($t(74) = 5.06, P < 0.001$; upper vs. lower: $t(61) = -3.86, P < 0.001$; right vs. left: $t(77) = -3.67, P < 0.001$). Results of a t test also revealed significant differences between upper and lower quadrants in V2 ($t(63) = -2.32, P = 0.02$). Quadrant ranges include $[-45°,45°]$, $[45°,135°]$, $[135°,225°]$, and $[225°,315°]$. Error bars represent means ± 1 SE.](image-url)
We define the log transform of the ratio of the SFs at half-amplitude of the bandwidth at half-amplitude in octave units (BW) as:

\[ BW = \log_2 \left( \frac{SF_{0.5H}}{SF_{0.5L}} \right) \]  

(Eq. 7)

This relation was studied across the visual field and areas V1, V2, and V3. The pSFT bandwidth is narrower in the fovea and increases gradually as eccentricity increases, with a modest increase in horizontal meridian quadrants. Higher and left fields have a slightly higher SF preference, compared with the upper and right fields.

Figure 7 illustrates the retinotopic organization of these bandwidth estimates. We observed a modest increase in the estimated bandwidth in parafoveal regions, compared with foveal regions, especially in V1.

To test for visual field anisotropies in SF tuning bandwidth, we conducted the same analysis previously described for the SF peak estimates. The changes of bandwidth with eccentricity for different quadrants are plotted in Figures 8A and 8B, with the correlation coefficients significantly greater than zero in all three areas of V1 (Fig. 8A, with correlation coefficients significantly greater than zero in all three areas of V1). V2 and V3 (Fig. 8B), with the correlation coefficients significantly greater than zero in all three areas of V1 (Fig. 8A), V2 (Fig. 8C).

What relationship, if any, is there between pSFT peak preference and the corresponding bandwidth in human visual cortex? To examine this, we carried out a voxel-wise correlational analysis between these two parameters and found a clear decline in bandwidth for voxels that prefer higher spatial frequencies (Fig. 10A). The negative correlation coefficients for pSFT bandwidth in octaves, and pSFT peak, proved significantly different from zero across all ROIs.
Estimation of voxel-wise spatial frequency tuning within human visual cortices has been proven difficult primarily due to methodological constraints: the variety and number of measurements necessary to fully capture a spatial frequency tuning function using traditional imaging approaches would be unreasonably time consuming. To circumvent this obstacle, we devised a computational approach paired with fMRI that allowed us to estimate the preference and shape of population spatial frequency tuning (pSFT) at a voxel-wise level. This generative model-driven analytic approach has the advantage that it allows for much more flexible and dynamic experimental designs, with event presentations and timing that would not be feasible when using conventional imaging designs (i.e., phase-encoding or stimulus-blocked designs). Here, we applied our novel approach to assess BOLD responses to the presentation of stimuli that rapidly changed in spatial frequency to estimate pSFT functions across early visual cortex. Based on prior studies, we assumed that the pSFT took on the properties akin to a band-pass filter, with the pSFT for any particular voxel characterized by two key parameters: peak spatial frequency (cpd) and bandwidth (octave). With this approach, we were then able to thoroughly investigate the dependency of spatial frequency preferences on retinotopy, examining the precise relationship between voxel-wise spatial frequency preference and bandwidth, as well as its relation to the eccentricity of voxel-wise receptive field properties. Our results support previously reported declines in the peak SF with eccentricity in all visual areas (Campbell et al. 1969; De Valois et al. 1982; Movshon et al. 1978b). Interestingly, our findings suggest that the rate of peak spatial frequency decline is comparable across V1–V3. However, V1 appears distinct from extrastriate cortex in some domains, with the peak SF at the innermost eccentricity being higher in V1, which appears to drop across higher visual areas. The spatial frequency selectivity of the voxels appears to change with eccentricity as well, wherein estimated bandwidths gradually become larger in more peripheral regions for all three areas of V1–V3. Moreover, comparison of the pSFTs between opposing quadrants of the visual field indicated a radial bias in the SF preferences of the voxels. We found higher sensitivities in horizontal and lower sides of the visual field in comparison to their opposite sides in V1.
patterns match with the previous reports of higher perceptual performances (Carrasco et al. 2001, 2002; Levine and McAnany 2005; Rijndijk et al. 1980) and smaller pRF sizes in these sectors compared with the vertical and upper fields (Silva et al. 2018). Our results also pointed to higher peak SFs in the left field in V1 that are consistent with the previously reported smaller pRF sizes of this hemifield in V2 and V3 (Silva et al. 2018) and advantage of the left hemifield in detection task (Silva et al. 2008). We are aware, though, that the superiority of visual performance in the left visual field is not true for all.

Fig. 9. Comparison of bandwidth estimates between different quadrants sets of the visual field. The t tests on the differences between right and left quadrants in V2 and V3 were significant \( [V2: t(73) = -2.14, P = 0.04; V3: t(64) = -2.86, P = 0.01] \). In other cases, the null hypothesis was not rejected. Quadrant ranges include \([45°, 45°]\), \([45°, 135°]\), \([135°, 225°]\), and \([225°, 315°]\). Error bars represent means ± 1 SE. pSFT, population spatial frequency tuning.

Fig. 10. Voxels with higher population spatial frequency tuning (pSFT) peaks have narrower tuning. A: bandwidth decreases with increase in pSFT peak. Each point illustrates a voxel. Data from every single subject has been displayed with a certain color. B: distributions of the correlation coefficients between the peak and the bandwidth estimates of the pSFT, across subjects. The coefficients are significantly negative in all 3 regions of V1, V2, and V3 (*\( P < 0.05; **P < 0.001 \)).
tricity is not readily predicted from previous animal findings. Notably, the negative correlation between bandwidth and eccentricity has been reported in neurophysiological studies of both cat and monkey (De Valois et al. 1982; Movshon et al. 1978b). In such studies, the bandwidth on octave scale appears to be inversely related to peak preference, but the relationship between the voxel-wise peak selectivity preference and tuning bandwidth, in which voxels that were responsive to higher frequencies had also tighter bandwidths. We should emphasize that the direction of the derived relationship between the bandwidth and the other parameters depended on the scale of the bandwidth; when we converted the scale of our measurements of the bandwidth from octave to the absolute units of cpd, the direction of the relationships switched.

The decline of the peak spatial frequency with eccentricity has been reported in neurophysiological studies of both cat and monkey (De Valois et al. 1982; Movshon et al. 1978b). In addition, the interdependency of the bandwidth and the peak that we observed is consistent with studies conducted within macaque visual cortices, wherein the bandwidth on octave scale appears to be inversely related to peak preference, but the bandwidth in linear scale is smaller for neurons that prefer lower SFs (De Valois et al. 1982; Foster et al. 1985). Interestingly, the negative correlation between bandwidth and eccentricity is not readily predicted from previous animal findings. Whereas De Valois et al. (1982) found no significant differences between bandwidths in foveal (<1.5°) and parafoveal (3–5°) regions, Foster et al. (1985) reported a mean bandwidth of 1.8 octaves for the parafoveal region (2–5°) and 1.4 octaves in foveal areas (<1°) of V1. Considering the gradual increase of bandwidth with eccentricity that we observed, these previously reported results do not contradict our findings. The mean bandwidths within the region-specific eccentricity bins that these previous studies examined (<5°) varies by 1–2 octaves in our study, and without having the measurements for all voxels we might have easily overlooked this relationship as well. However, by leveraging our pSFT technique across large swaths of visual cortex, our voxel-wise estimations can reveal an existing relationship that would otherwise be difficult to detect without obtaining detailed estimations of tuning profiles across a large population.

While human spatial frequency tuning has been estimated in previous studies (Henriksson et al. 2008; Sasaki et al. 2001; Singh et al. 2000), our approach differs in a number of meaningful ways, in terms of granularity or measurement, potential efficiency of time, and flexibility. First, none of the previous neuroimaging work on SF tuning had been carried out to measure tuning for individual voxels. Henriksson et al. (2008) measured mean responses within bins comprised of voxels spanning one of three eccentricity ranges. With this approach, they concluded that SF preference is conversely dependent on eccentricity: a finding that squares with our results. Although these three points were sufficient for finding this relationship, our approach allows us to gather a richer data set, bringing into focus a more fine-grained picture of tuning properties per voxel, additional details that further aid in understanding other aspects of frequency selectivity within human visual areas. For instance, our voxel-wise approach allowed us to examine the negative relationship between peak frequency and bandwidth of each voxel. In addition, we were able to detect an increase in bandwidth with eccentricity, which mostly occurred within the perifovea. Without the fine-grained sampling of eccentricity afforded by our paradigm, it would not have been feasible to detect such trends across retinotopic space.

In terms of efficiency, our method offers advantages, as well. Because traditional approaches involve discrete, repeated sampling of responses to a set of spatial frequencies, as was done in Henriksson et al. (2008), the upper bound of what could be measured within one scanning session was limited to the estimation of an average tuning curve per eccentricity range, for only three eccentricities. This is because traditional fMRI approaches, such as block designs and event-related designs, necessitate a fixed number of spatial frequencies, selected in advance, for which multiple measures are acquired. In theory, this traditional approach could yield a fine-grained picture of tuning properties, but in practice this would be much more time costly. In contrast, our model-driven paradigm allowed us to sweep through a broad range of spatial frequencies, selected in advance, for which multiple measures are acquired.

In terms of flexibility, this model-based approach also allows us to, in principle, estimate tuning curves in the absence of any repeated instances of a particular spatial frequency presented. The flexibility of this approach thus lends itself nicely to experimental designs that were previously less feasible within the scanner, such as staircase procedures to estimate thresh-
olds, or other dynamic experimental designs that have limited-to-no repeats of a given stimulus intensity/quality.

For first-order simplicity, our approach ignores a set of known nonlinearities, one nonlinearity in neurovascular coupling, and the other being inherent nonlinearities in neural response. Regarding neurovascular coupling, although we cannot deny that there are, in some regimes, nonlinear relationships between the BOLD signal and neural response, we do not believe the assumption of linearity is a determining factor in the qualitative patterns of results we report. Note that while the assumption of linearity between neural and BOLD response fails in certain regimes, the linearity approximation holds across quite a large range of conditions (Boynton et al. 1996). Indeed, this linear relationship is assumed in not only the lion’s share of model-based approaches to fMRI analyses, including population receptive field mapping, but is the underlying assumption for the bulk of fMRI analyses. For simplicity, paucity of ground truth, and adherence to the convention in fMRI analyses, we have opted to stick with the assumption of linearity but acknowledge that the approach, along with most model-driven approaches, would benefit in the future from incorporation of a better model of the putative nonlinearity of neurovascular coupling (Buxton et al. 1998).

Regarding inherent neural nonlinearities, such as compressive nonlinearities brought about by temporal (Zhou et al. 2018) or spatial dynamics (Kay et al. 2013), we did not incorporate such nonlinearities into our current pSFT modeling procedure. Although it would certainly be interesting to incorporate spatiotemporal models to investigate how the preference of a particular voxel to a certain frequency is formed and how it is affected by the surrounding population, or extensions of time, these questions stand outside the scope of our current study, necessitating acquisition of compressive nonlinearities in the spatiotemporal domain, to properly test and constrain nonlinear models. Here, the focus was on estimating what frequency a particular voxel is most sensitive to and its envelope of sensitivity. This does not imply that the nonlinear relationship between the peak and eccentricity is the product of such a nonlinearity that we have opted to overtly ignore.

Rather, our estimated values represent the final sensitivity of a voxel, and we remain agnostic as to any spatiotemporal nonlinearities that may underlie this sensitivity. In other words, while the host of linear or nonlinear interactions that underlie each voxel’s preference is not explained in our data set, and can be investigated in another set of studies and with a model incorporating such aspects, it is clear that the net preferences change with eccentricity.

Our approach rides on the assumption that all voxels within our target visual areas can be qualitatively characterized as band-pass filters. The weight of the evidence currently in the literature suggests that within most spatial frequency regimes this band-pass filter assumption is reasonably accurate. Neuroimaging studies have shown that when the range of the spatial frequencies used in stimulating the occipital cortex is centered in the ideal low end of the spatial frequency spectrum for a particular visual area, then under these conditions most visual areas have been found to act as band-pass filters (Henriksson et al. 2008; Singh et al. 2000). Furthermore, the majority of recorded cells in neurophysiological studies have been shown to be narrowly tuned, with only a low percentage being identified as truly resembling low-pass filters (De Valois et al. 1982; Foster et al. 1985). However, one potential follow-up to this study would be to model the voxel-wise pSFT using a combination of different filter types, to test the degree to which adding more complex, heterogeneous filter banks to the model could capture more variability in the BOLD response.

The typical spatial resolution of human fMRI experiments permits the measurement of population responses, with the pooled response of neurons within an individual voxel representing a wide range of spatial frequency preferences. Despite the much coarser scale of analyses accessible with fMRI, our pattern of results in humans succeed in demonstrating a high correspondence with the patterns often reported by animal studies using invasive recording techniques. Recently, similar computational modeling approaches have also been able to successfully estimate receptive field size in human visual cortex using solely fMRI measurements, while also demonstrating a close correspondence to direct measurements in nonhuman primates (Keliris et al. 2019). The high level of correspondence between these different methodologies and recording techniques offers strong support for the generative modeling approach employed in this study as a means for reproducing homologous animal electrophysiology results in human subjects.
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