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Abstract
Natural learners must compute an estimate of future outcomes that follow from a stimulus in continuous time. Critically, the learner cannot in general know a priori the relevant time scale over which meaningful relationships will be observed. Widely used reinforcement learning algorithms discretize continuous time and use the Bellman equation to estimate exponentially-discounted future reward. However, exponential discounting introduces a time scale to the computation of value, implying that the relative values of various states depend on how time is discretized. This is a serious problem in continuous time as successful learning requires prior knowledge of the solution. We discuss a recent computational hypothesis, developed based on work in psychology and neuroscience, for computing a scale-invariant timeline of future events. This hypothesis efficiently computes a model for future time on a logarithmically-compressed scale. Here we show that this model for future prediction can be used to generate a scale-invariant power-law-discounted estimate of expected future reward. The scale-invariant timeline could provide the centerpiece of a neurocognitive framework for reinforcement learning in continuous time.

Introduction
In reinforcement learning, an agent learns how to optimize its actions from interacting with the environment, aiming to maximize temporally-discounted future reward. In order to navigate the environment, the agent perceives stimuli that define different states. The stimuli are experienced embedded in continuous time with temporal relationships that the agent needs to learn in order to learn the optimal action policy. Temporal discounting is well justified by numerous behavioral experiments on humans and animals (see e.g. Kurth-Nelson, Bickel, and Redish (2012)) and it is useful in numerous practical applications (see e.g. Mnih et al. (2015)). If the value of a state is defined as expected future reward discounted with an exponential function of future time, value can be updated in a recursive fashion, following the Bellman equation (Bellman, 1957). The Bellman equation is a foundation of highly successful and widely used modern reinforcement learning approaches such as dynamic programming and temporal difference (TD) learning (Sutton and Barto, 1998).

Exponential temporal discounting is not scale-invariant
When using the Bellman equation (or exponential discounting in general), values assigned to the states will depend on the chosen discretization of the temporal axis in a non-linear fashion. Consequently the ratio of the values attributed to the states changes as a function of the chosen temporal resolution and the base of the exponential function. To illustrate this let us define the value of a state $s$ observed at time $t$ as a sum of expected rewards $r$ discounted with an exponential function:

$$ V_{st} = E \left\{ r_{t+1} + \gamma V_{s_{t+1}} \right\} , \quad (1) $$

with $0 \leq \gamma \leq 1$ and $n$ is the last state (either a terminal state in episodic tasks or absorbing state in continuing tasks). $E \{ \}$ denotes the expectation value over many experiences with the environment. Equation (1) can be written in a recursive form, known as the Bellman equation:

$$ V_{st} = E \left\{ r_{t+1} + \gamma V_{s_{t+1}} \right\} . \quad (2) $$

The number of states between two points in continuous time depends on the discretization. Let $\Delta$ refer to the temporal difference between adjacent states. Let us suppose that non-rewarding states $A$ and $B$ always precede rewarding state $R$ by times $t = t_{A}$ and $t = t_{B}$ respectively. With exponential discounting values attributed to states $A$ and $B$ depend on the choice of temporal resolution $\Delta$:

$$ V_{A}(\Delta)/V_{B}(\Delta) = \frac{\gamma^{t_{B}-t_{A}}}{\Delta}. \quad (3) $$

The above relation illustrates that the values computed using the Bellman equation are not scale-invariant. If $\Delta$ is big relative to the difference $t_{A} - t_{B}$, then the values of the two stimuli are effectively identical. Conversely if $\Delta$ is much less than the difference, then, for $\gamma < 0$ the difference in value is effectively infinite, with the falloff depending on the choice of $\gamma$. Choosing $\gamma$ and $\Delta$ effectively requires us to already know the value of $t_{A} - t_{B}$. Moreover, the number of trials needed to converge to the true values also depends on the chosen discretization. This implies that when using the Bellman equation, prior knowledge about the temporal structure of the environment is necessary in order to choose an appropriate temporal scale. Exponential discounting therefore limits the applicability of learning methods based on
the Bellman equation in autonomous learning systems that need to operate in a dynamical, ever-changing world with unknown temporal scales.

**Power-law temporal discounting is scale-invariant**

With power-law discounting value of a state $s$ at time $t$ can be expressed as:

$$V_{ts} = E \left\{ \sum_{i=1}^{n} \frac{1}{t} r^t \right\}.$$  \hfill (4)

Using the same example as above we compare relative values attributed to states $A$ and $B$:

$$V_A(\Delta)/V_B(\Delta) = \frac{t_A}{t_B}. \hfill (5)$$

Unlike with exponential discounting, the ratio of the values does not depend on the choice of $\Delta$ demonstrating scale-invariance.

Furthermore, if we scale the temporal axis by $\beta$, the value scales accordingly; the functional form of the value is unaffected by the choice of $\beta$:

$$V_A(\beta \Delta) = \frac{\beta \Delta}{t_A} = \beta V_A(\Delta). \hfill (6)$$

Notice that the same can not be said for exponential discounting—the equation of analogous form to Equation (6) can not be written for exponential discounting.

For completeness we mention special cases in which power-law discounting can be implemented in a recursive fashion through the Bellman equation. The recursive implementation with hyperbolic discounting (power-law discounting can be seen as a special case of hyperbolic discounting) is possible when the environment contains at most one reward of known amount (Alexander and Brown, 2010). However, for an arbitrary distribution of rewarding states and reward amounts, a recursive form for a scalar value does not exist. This can be seen by noting that the existence of such a solution would require a function of future rewarding states to be mapped to a scalar estimate of discounted value. One can implement power law discounting by hypothesizing multiple exponentially discounting functions with a power law distribution of time constants (Kurth-Nelson, Bickel, and Redish, 2012; Sutton, 1995). With such approach scale-invariance could be achieved by computing the value separately for all the scales and integrating over the scales. In this case the number of steps to converge using the recursive form would still depend on the discretic.

**Power-law temporal discounting from direct prediction of the future**

Another approach to estimating discounted future values would be to directly estimate future events and then evaluate their value. This “model-based” approach has been extensively studied as an alternative to recursive value estimation. The disadvantage of model-based approaches is that it is typically assumed that estimation of distant time points is computationally costly, with the number of steps requiring estimation of events $N$ time points in the future going up linearly in $N$. Moreover, because power-law discounting implies a long tail for many choices of exponent, explicit estimation of the future seem to be prohibitively expensive computationally. Here we propose that an efficient estimation of future events using a recent proposal (Shankar, Singh, and Howard, 2016) inspired by results from psychology and neuroscience enables a solution to this problem by computing estimates of the future along a logarithmically-compressed timeline. Using this approach, the estimate of events $N$ time points in the future goes up like $\log N$. This approach will result in scale-invariant power-law discounting.

This approach requires three key components, a compressed memory representation, an associative memory between the compressed memory representation and ability to do time-local temporal translation. If we are presented with a vector-valued input $f(t)$, we maintain at each time point the Laplace transform of the input up to the current time step, $F(t, \tilde{\tau}) = Lf(t')$. The compressed memory representation is a fuzzy estimate of the input function computed by a linear operator $\tilde{f}(t, \tilde{\tau}) = L_k^{-1}F(t, \tilde{\tau})$. The variable $\tilde{\tau}$ is in one-to-one relationship with the Laplace domain vari-

---

**Figure 1: Constructing a scale-invariant compressed memory representation through an integral transform and its inverse.**

A transient input stimulus $f(t)$ (top row) is presented twice and feeds into a layer of leaky integrators $F(t, \tilde{\tau})$ with a spectrum of time constants $\tilde{\tau}$ constituting a discrete approximation of an integral transform (middle row). The transform is denoted as $L$ since it is equivalent to the real part of the Laplace transform. Only three nodes in $F(t, \tilde{\tau})$ are shown. Each leaky integrator is characterized with its time constant, $\tilde{\tau}$. $F$ projects onto $\tilde{f}(t, \tilde{\tau})$ through a set of weights defined with the operator denoted as $L_k^{-1}$ which implements an approximation of the inverse of the Laplace transform. Nodes in $\tilde{f}(t, \tilde{\tau})$ activate sequentially following the stimulus presentation creating a memory representation. The width of the activation of each node scales with the peak time determined by the corresponding $\tilde{\tau}$, making the memory scale-invariant. Logarithmic spacing of the $\tilde{\tau}$ assures that the memory representation is compressed.
able and is chosen such that $\hat{f}(t, \hat{\tau})$ provides a fuzzy estimate of the value of $f$ a time $\hat{\tau}$ in the past at time $t$. Figure 1 provides a graphical summary of the properties of $\hat{f}$ and $f$. The inverse operator $L_{k^{-1}}$ will be described in detail below. Briefly, it is a linear operator that can be implemented as a one-layer feedforward network. An associative memory $M$ associates the states of the compressed memory representation $\hat{f}(t, \hat{\tau})$ to the current state of the stimulus $f(t)$. In this way $\hat{f}(t, \hat{\tau})$ functions like a temporal context for $f(t)$ (Howard and Kahana, 2002). In this framework, we can estimate future states of $f$, $\hat{f}(t + \delta, \hat{\tau})$. This is accomplished by implementing a translation operator in the Laplace domain operating on $F(t, \hat{\tau})$ to obtain an estimate of $F(t + \delta, \hat{\tau})$. Figure 2 summarizes the properties of the associative memory and translation operator graphically.

We describe these mathematical operations in more detail below. The subsection “Computing value …” will demonstrate that this approach implements power-law temporal discounting. Here we note several important points before describing the mathematical details. First, the temporal resolution of $\hat{f}$ is on a logarithmic scale (Shankar and Howard, 2013): $\hat{f}$ is a scale-invariant estimate of the past values of $f$. Second, because of the properties of $L_{k^{-1}}$, the translation operator can be understood as a continuous change in the values of the weights of $L_{k^{-1}}$. This means that one can translate $\delta$ steps in whatever period of time is necessary to fix the weights in $L_{k^{-1}}$. Detailed consideration of a mechanistic neural network model inspired by findings from neurobiology suggests that scale-invariant translation is implemented in the brain as a logarithmically-compressed sweep through successive values of $\delta$ (Shankar, Singh, and Howard, 2016). Identifying this sweep through the future with hippocampal theta oscillations provides a concise account of numerous findings from the place cell literature and suggests that the brain can sweep through a future trajectory in a few hundred milliseconds, implementing a fast model-free estimate of the future.

**Constructing dynamical compressed memory representation of the recent past**

We first define an input vector $f$ consisting of $N$ elements such that each element corresponds to a unique stimulus (state). Thus observing stimulus $A$ makes an element in $f$ that corresponds to stimulus $A$. $f_A$, equal to one for the time $A$ is presented and zero otherwise. Each element of the input vector $f$ has a dynamical compressed memory representation which is constructed as a two layer feedforward neural network with fixed, analytically derived weights (see Shankar and Howard (2012, 2013) for a detailed derivation). The first layer of the network implements an approximation of an integral transform of the input (Laplace transform, but as a function of a real rather than a complex variable). This means that nodes in the first layer, $F(t, \hat{\tau})$, act as leaky integrators (first order low-pass filters) with a spectrum of time constant $k/\hat{\tau}$, where $k$ is a positive integer (Figure 1):

$$\frac{dF(t, \hat{\tau})}{dt} = -\frac{k}{\hat{\tau}}F(t, \hat{\tau}) + f(t). \quad (7)$$

Leaky integrators project to the second layer, $\hat{f}$, through fixed weights that implement an approximation of the inverse of the transform by applying a $k^{th}$ order derivative with respect to $k/\hat{\tau}$, denoted as $F^{(k)}(t, \hat{\tau})$. The inverse is derived based on Post’s inversion formula (Post, 1930):

$$\hat{f}(t, \hat{\tau}) = C_k \left( \frac{k}{\hat{\tau}} \right)^{k+1} F^{(k)}(t, \hat{\tau}), \quad (8)$$

where $C_k$ is a constant that depends only on $k$. The cells in the second layer constitute a dynamical memory representation of the input signal. To understand the properties of the memory representation we consider an impulse response of a cell in $\hat{f}$. For $f_A(t) = \delta(t = 0)$ the corresponding activation of the cells in the second layer is:

$$\hat{f}_A(t, \hat{\tau}) = C_k \left( \frac{k}{\hat{\tau}} \right)^k e^{-k t/\hat{\tau}}, \quad (9)$$

where $C_k$ here is a different constant that depends only on $k$. The activity of each node in $\hat{f}_A(t, \hat{\tau})$ is the product of an increasing power term $\left( \frac{k}{\hat{\tau}} \right)^k$ and a decreasing exponential term $e^{-k t/\hat{\tau}}$. Consequently, each node in $\hat{f}_A(t, \hat{\tau})$ has a peak that corresponds to the $\hat{\tau}$ value of that node: $\frac{df_A(t, \hat{\tau})}{dt} = 0 \Rightarrow t = \hat{\tau}$. Thus, following a transient input, cells in $\hat{f}_A$ activate sequentially in time constituting a dynamical memory representation of the input $A$. This memory representation perfect accuracy in the limit when $k \rightarrow \infty$. In our implementation where $k$ is finite and $\hat{\tau}$ is a discrete variable supported with a limited number of nodes, the memory representation becomes an approximation of the past. The approximation is scale-invariant since the width of the activation of each node scales with the peak time (this is scale-invariant since rescaling the temporal axis rescales the length of the activation by the same amount). In other words, the accuracy of the memory representation decreases with the lapse of time since the stimulus presentation. Choosing $\hat{\tau}$ to be logarithmically spaced makes the dynamical memory representation compressed. Figure 2a shows the sequential, spreading activation with logarithmically spaced $\hat{\tau}$ for three different transient stimuli. This implementation is neurally plausible as described in Howard et al. (2014). See Tiganj, Hasselmo, and Howard (2015) and Tiganj, Shankar, and Howard (2013) for arguments on biological plausibility of leaky integrators with a spectrum of time constants. Neurons with firing properties resembling those in Figure 2a have been found in several brain regions, including hippocampus (MacDonald et al., 2011; Saiz et al., 2016), prefrontal cortex (Tiganj et al., 2016) and striatum (Mello, Soares, and Paton, 2015).

**Constructing compressed associative memory**

At each time step $t$, an associative memory tensor $M(t)$ is updated with the outer product of the input vector $f$ and
the dynamical compressed memory representation $\hat{f}$. Hence $M(t)$ is a three-tensor that stores the temporal relationships along the $\hat{\tau}$ axis across the space of all the stimuli\(^1\) (Fig. 2b):

$$\Delta M(t; \hat{\tau}) = |f(t)\rangle \langle \hat{f}(t, \hat{\tau})|.$$  \hspace{1cm} (10)

The dimensions of the three-tensor $M(t)$ are $N \times N \times L$, where $L$ is the number of $\hat{\tau}$ nodes. With the three-tensor constructed in such way and in the limiting case when $k \to \infty$, an element in $i^{th}$ row, $j^{th}$ column of $M(t; \hat{\tau})$ will be proportional to the number of times the stimulus $i$ followed stimulus $j$ after a time $\hat{\tau}$. In the limiting case, $\hat{f}$ takes the form of a shift register (in such case, with linear $\hat{\tau}$, each node in $\hat{f}$ would correspond to one slot in an evenly spaced shift register), and column normalized $M(t; \hat{\tau})$ (which we shall denote by $M(t; \hat{\tau})$) will give an exact measure of the conditional probability of observing stimulus $i$ given that the stimulus $j$ was observed $\hat{\tau}$ time ago.

**Estimating future: mechanism for time-local temporal translation**

Constructing dynamical memory representation of the recent past through described integral transform allows straightforward implementation of temporal translation. This means that future states of the memory representation (under the assumption of no new inputs) can be obtained by applying a linear operator $R^\delta \equiv e^{-k\delta/\hat{\tau}}$ on the leaky integrators, where $\delta$ is the time by which the memory representation is translated (Shankar, Singh, and Howard, 2016). The impulse response of the memory nodes translated in time by $\delta$ has the following form:

$$\hat{f}(t + \delta, \hat{\tau}) = C_k \frac{1}{\hat{\tau}} \left( \frac{t + \delta}{\hat{\tau}} \right)^k e^{-k\hat{\tau}/\hat{\tau}}.$$  \hspace{1cm} (11)

Here $C_k$ is the same as in Equation 9.

**Computing value by probing the association memory with the time-translated input**

Time-local estimate of the future rewards is obtained by probing the temporal associations stored in $M$ with a time-translated stimulus representation (Fig. 2c):

$$p_A(t, \delta) = \langle r | M(t; \hat{\tau}) R^\delta | F_A(t, \hat{\tau}) \rangle,$$  \hspace{1cm} (12)

where $p_A(t, \delta)$ is a prediction computed at time $t$ of the reward amount at time $t + \delta$ based on the stimulus $A$. The reward $r$ is a vector of length $N$ and contains the amount of reward given for each stimulus. If a stimulus is non-rewarding its entry in $r$ is equal to zero. Translation of the input stimulus is done using $R^\delta$, such that $R^\delta | F_A(t, \hat{\tau}) \rangle$ gives the state of the dynamical memory representation at time $\delta$ in the future.
The value of a stimulus (or state) is computed as an integral of the prediction over the future time:

$$V_A(t) = \int p_A(t, \delta) g(\delta) d\delta,$$

where $V_A(t)$ is a value of the stimulus $A$ presented at time $t$. The prediction is scaled with a function $g(\delta)$. We set $g(\delta) = 1/\delta^\alpha$ with $\alpha \geq 1$ to accomplish power-law scaling (Figure 3a). Prediction form a biologically realistic neural model for constructing time-local estimate of the future is that $\alpha = 1$ (Shankar, Singh, and Howard, 2016). $V_A(t)$ provides a power-law discounted estimate of the future reward (Figure 3b and Figure 3c).

In a probabilistic world where we transition through different states obeying Markov property, the above mechanism for computing the value of a stimulus based on future reward will exactly converge to the statistically expected future reward value. The convergence of the proposed approach is analogous to the convergence of TD learning as proved for TD(0) in Sutton (1988) and for TD($\lambda$) in Dayan (1992). This is because when computing $V_A(t)$ in Equation (13) we are summing the conditional probability of observing all rewarding states over all time lags.

**Discussion**

The proposed approach provides a novel method for computing value in a scale-invariant way, using power-law discounting of the expected future reward. This approach reflects real-life setting in which stimuli occur at different moments in time, which is represented as a continuous dimension, rather than a discretized set of states as it is commonly done in reinforcement learning. In fact, states in our approach correspond only to moments when a stimulus is presented, not to the time between the stimuli. Therefore there is no error propagation through a discrete set of states separating different stimuli. The associations are made directly between the stimuli using a dynamical compressed memory representation. Superficially, the memory representation is similar to the one in Ludvig, Sutton, and Kehoe (2008, 2012), but it is constructed mechanistically through a neural network with analytically derived weights and its use to compute the value is rather different. Instead of considering each node corresponding to a different value of $\tau$ to be a separate state (or a microstate as in Ludvig, Sutton, and Kehoe (2008, 2012)), we use these nodes to compute the extent to which different stimuli predict each other at lag $\tau$. This dramatically reduces the number of states and therefore does not restrict us on using the Bellman equation and exponential discounting which is not scale-invariant. Instead, we use future time translation of the compressed memory representation with a property of power law discounting, giving us scale-invariant estimate of the value for each stimulus.
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