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Abstract We develop an approach to calculate earthquake source directivity and rupture velocity for
small earthquakes, using the whole source time function rather than just an estimate of the duration. We
apply themethod to an aftershock sequence within the subducting plate beneath North Island, New Zealand,
and investigate its resolution. We use closely located, highly correlated empirical Green’s function (EGF)
events to obtain source time functions (STFs) for this well-recorded sequence. We stack the STFs from
multiple EGFs at each station, to improve the stability of the STFs. Eleven earthquakes (M 3.3–4.5) have
sufficient azimuthal coverage, and both P and S STFs, to investigate directivity. The time axis of each STF in
turn is stretched to find the maximum correlation between all pairs of stations. We then invert for the
orientation and rupture velocity of both unilateral and bilateral line sources that best match the observations.
We determine whether they are distinguishable and investigate the effects of limited frequency bandwidth.
Rupture orientations are resolvable for eight earthquakes, seven of which are predominantly unilateral, and
all are consistent with rupture on planes similar to the main shock fault plane. Purely unilateral rupture is
rarely distinguishable from asymmetric bilateral rupture, despite a good station distribution. Synthetic
testing shows that rupture velocity is the least well-resolved parameter; estimates decrease with loss of
high-frequency energy, and measurements are best considered minimum values. We see no correlation
between rupture velocity and stress drop, and spatial stress drop variation cannot be explained as an artifact
of varying rupture velocity.

1. Introduction

Earthquake rupture along a fault, or directivity, produces azimuthal variation in the seismic radiation. This
directivity can be used to infer both the orientation of the fault plane and the rupture velocity; it also controls
the peak ground shaking and damage (e.g., Kanamori et al., 1992). As data quantity and quality have improved,
directivity has been observed for moderate-sized (e.g., Boatwright, 2007; McGuire, 2004; Seekins & Boatwright,
2010) and smaller (e.g., Chen, Jordan, & Zhao, 2010; Folesky et al., 2016; Tomic, Abercrombie, & Do, 2009;
Yamada et al., 2005) earthquakes. These studies found that most earthquakes with resolvable directivity are
predominantly unilateral, and the range of rupture velocities is similar to that of larger earthquakes.
Measurements of rupture velocity are important for studies of earthquake scaling, because estimates of stress
drop assume a rupture velocity. Even for relatively simple models, variations in symmetry and rupture
velocity can lead to a significant variation in stress drop (Δσ) estimate (Kaneko & Shearer, 2015):

Δσ ¼ kcf 3c∼
kc

T3
(1)

where c is the velocity of the P or Swave, fc is the spectral corner frequency, T is the source duration, and k is a
constant that decreases with increasing rupture velocity, and an average value is typically assumed. It is
possible that short-duration small earthquakes that are interpreted as being high stress drop could simply
have high rupture velocities. Causse and Song (2015) proposed that rupture velocity and stress drop are
anticorrelated to explain the discrepancy between relative variability of stress drop and peak ground accel-
eration (Cotton, Archuleta, & Causse, 2013).

Lengliné and Got (2011), Kane et al. (2013), and Wang, Rubin, and Ampuero (2014) used azimuthal varia-
tion in spectral amplitudes to infer that the predominant rupture direction of earthquakes on the San
Andreas Fault at Parkfield is consistent with the material contrast across the fault. Folesky et al. (2016)
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found that rupture direction within a cluster of fluid-induced earthquakes depends on location and
magnitude. There is still considerable uncertainty in the results of directivity studies due to lack of
resolution of the data. López-Comino et al. (2012) and Park and Ishii (2015) showed how even with good
station coverage, pure unilateral rupture cannot often be resolved from asymmetric bilateral rupture. The
rupture velocity is more affected by geometric and frequency-bandwidth constraints than the orientation
and must usually be considered a minimum due to the limitations of resolution; typically, only the horizon-
tal component of the velocity is considered (e.g., Folesky et al., 2016; López-Comino et al., 2012; Tomic
et al., 2009).

To investigate directivity of smaller earthquakes, first, it is necessary to deconvolve the source process
from the site and path effects in the recorded seismograms. This is required to prevent azimuthal
variations in attenuation being interpreted as source directivity. This potential for misinterpretation is
exacerbated by the fact that the orientation of both active faults and anisotropy in attenuation are controlled
by tectonic structures. Most studies use a co-located small earthquake as an empirical Green’s function (EGF)
to do this (e.g., Kanamori et al., 1992; Tomic et al., 2009; Folesky et al., 2016; Wang et al., 2014) but Pacor et al.
(2016) used more generalized inversion. Abercrombie (2015) discussed some of the inherent uncertainties in
the EGF approach.

The most common method of estimating directivity of smaller earthquakes is to measure the duration of the
source pulse (or source time function, STF) at each station and then model to find the best fitting line source
(e.g., Tomic et al., 2009; Folesky et al., 2016). Picking the start and end times of pulses is not always straight-
forward, and some authors for this reason have preferred to model azimuthal variation in amplitude (Pacor
et al., 2016). Warren and Silver (2006) developed a “stretching” approach to distinguish between the two
nodal planes of large deep-focus earthquakes. They varied the time scale of the Pwaveform recorded at each
station and compared it to the other stations, finding the relative stretching that gave the best cross correla-
tion for each pair of stations. They modeled this azimuthal variation to determine which nodal plane was the
fault plane. Warren et al. (2015) found that most large deep earthquakes slip on a dominant fault orientation
consistent with the slab geometry. Prieto et al. (2017) extended this “stretching” approach to a smaller, unu-
sual deep earthquake beneath Wyoming. They applied the approach to source time functions derived from
using EGFs; they varied the time scale of the STF at each station and compared it to the other stations, finding
the relative stretching that gave the best cross correlation for each pair of stations. The line source that best
matched both P and Swaves was consistent with the NW striking plane of the strike-slip focal mechanism and
a relatively low rupture velocity (0.3 × VS, shear wave velocity). We further develop this stretching approach
and apply it to earthquakes within the subducting plate beneath New Zealand. These earthquakes, after-
shocks of the 2014 Eketahuna earthquake, were previously analyzed by Abercrombie et al. (2017), who relo-
cated the sequence and calculated STFs and stress drops.

We start by investigating the robustness of the spatial variation in stress drop for earthquakes within the
sequence. We then describe the stretching approach and its results and use a number of tests to demonstrate
its resolution and uncertainties. We find that directivity orientation is significantly better resolved than
rupture velocity. Most of the aftershocks exhibit predominantly unilateral rupture, probably on a plane similar
to the main shock fault plane. Variation in stress drop cannot be simply explained by variations in source
geometry or rupture velocity.

2. Eketahuna Earthquake Sequence and Data

In January 2014 a ML 6.2, normal-faulting, earthquake occurred in the subducted Pacific plate beneath
Eketahuna, with shaking felt throughout New Zealand. The earthquake was likely associated with deeper
slow slip on the subduction interface (Wallace et al., 2014). The Eketahuna earthquake was followed by an
extensive aftershock sequence within the thickened crust of the subducting plate (Davy, Hornle, & Werner,
2008). The aftershocks align with the more westerly dipping nodal plane of the main shock, suggesting that
it is the fault plane (Figure 1). Regional moment tensors are not available for the aftershocks so we do not
know their nodal planes; Abercrombie et al. (2017) could only calculate scalar moments for the largest two
events using the GeoNet software.

The Eketahuna earthquake and its aftershocks were well-recorded by the GeoNet national (broadband,
100 samples/s) and regional (short period, 100 samples/s) seismometer networks (Gale et al., 2014) (see
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Data and Resources). This sequence was included in the stress drop analysis of Abercrombie et al. (2017).
Earthquake locations in New Zealand are routinely determined by GeoNet (www.geonet.org.nz) using the
3-D velocity model of Eberhart-Phillips et al. (2010). Abercrombie et al. (2017) relocated the aftershocks using
double-difference relocation (Waldhauser & Ellsworth, 2000), including waveform-based differential times
calculated for all event-station pairs using ObsPy (Beyreuther et al., 2010).
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Figure 1. (a) Epicenters of the Eketahuna earthquake sequence, lower North Island, New Zealand (red circles); the
inset shows the map location within New Zealand. The main shock focal mechanism was derived by moment tensor
inversion (http://www.geonet.org.nz; last accessed 29 August 2017), plotted with upper hemisphere projection. GeoNet
seismometer site locations are shown as triangles. The contours with dashed red lines show the depth to the subduction
interface, as derived by Williams et al. (2013). (b) NW-SE cross section through the earthquake sequence. The white
open circles show background seismicity for years 2001–2011 for earthquakes within 40 km of the cross section; the red
circles show the projection of the aftershock sequence hypocenters. The gray line shows the depth of the subduction
interface estimated by Williams et al. (2013). Pwave velocity (km/s) is shown in the background, from the 3-D New Zealand
velocity model of Eberhart-Phillips et al. (2010).
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3. EGF Analysis and Calculation of Source Time Functions

We use the source time functions determined using the EGF analysis described by Abercrombie et al. (2017).
In their study, only the average spectral ratios and STFs per event were used, stacked over all stations. Here
we focus on the best-recorded earthquakes for which stacked STFs can be calculated at sufficient individual
stations to identify azimuthal variation (Table S1 in the supporting information).

The full details of the EGF analysis are given in Abercrombie et al. (2017), and we summarize the main points
here. The approach focuses on including only highly appropriate EGFs, identified by both proximity and
cross correlation.

For each target earthquake, in turn, we identify potential EGF events from the catalogues, following the
approach of Abercrombie (2013, 2014, 2015). We include all earthquakes within 2 km epicentral distance
of the target earthquake (larger than the location uncertainty) and between 1 and 2.5 magnitude unit smaller.
We calculate a window length (ns) that is of the order of 10 times the expected pulse duration of the target
earthquake using

ns ¼ round 10�M
1=3
0 =20; 000

� �
=10 (2)

whereM0 is the seismic moment of the target earthquake, in Nm. This window length is used for both P and S
waves for the target earthquake and all EGFs. We then cross-correlate each EGF with the target event, for P
and S waves, at all stations, after applying a low-pass filter to both the target earthquake and each potential
EGF at a frequency related to the expected corner frequency of the target event, assuming constant stress
drop (10/ns). Large and small earthquakes are not expected to cross-correlate well at high frequencies.

We use a default high-pass corner of 0.5 Hz to removemicroseismic noise (large in New Zealand). If the pair of
seismograms (target and EGF) has a cross correlation of ≥0.7, we calculate their spectra, spectral ratios, and
the relative source time functions (STFs) using the multitaper method of Prieto, Parker, and Vernon (2009)
and the unfiltered seismograms. We then stack (by calculating the mean) the resulting spectral ratios and
STFs by event and also by EGF and by station. Each stack contains at least 5 ratios or STFs. Stacking the results
frommultiple EGFs cancels out any complexity or directivity in an individual EGF, meaning that any observed
complexity or azimuthal variation must be a feature of the target earthquake (e.g., Calderoni et al., 2015; Ross
& Ben-Zion, 2016).

For the Eketahuna sequence, Abercrombie et al. (2017) started with 674 earthquakesML ≥ 2 and were able to
calculate source parameters for 46 of the 50 earthquakes withML ≥ 3.2. Figure 2 shows the spatial variation of
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Figure 2. Spatial distribution of stress drop projected onto the main shock fault plane. All relocated aftershocks are plotted as open circles, and the gray circles are
the 50 events analyzed by Abercrombie et al. (2017), sized to the radius for a stress drop of 5 MPa (median value). (a) The colored circles are P wave stress drop
results, using cross correlation of at least 0.75. (b) Same as in Figure 2a but for S wave stress drop results.
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stress drop calculated by Abercrombie et al. (2017) for the sequence, assuming the models of Eshelby (1957),
Boatwright (1980), and Kaneko and Shearer (2015). They were unable to get good results for the main shock
due to the lack of EGFs, but strong motion modeling suggests a relatively simple source, probably smaller
than the gray circle plotted (Van Houtte et al., 2017). The location of the main slip is unknown with respect
to the aftershocks but probably occurred in the region of few aftershocks downdip and to the SW of the
hypocenter (Ross, Kanamori, & Hauksson, 2017). It is unknown whether the aftershocks mainly occurred on
the main shock fault plane. Figure 2 shows coherent spatial variation that is consistent between the
independent P and Swave measurements, suggesting that it is real. All measurements are made using highly
correlated EGFs, and the variation is larger than the calculated uncertainties that include spectral misfit and
interstation variability (Table S1). These measurements all assume a simple circular source and that the rup-
ture velocity is a constant fraction of 0.7 of the depth-corrected shear wave velocity (constant k, equation (1)).
It is possible that these apparent variations in stress drop are an artifact of rupture velocity differences
causing the variation in source duration. Alternatively, Causse and Song (2015) suggested that rupture
velocity and stress drop could be anticorrelated, in which case the stress drop variations would be larger than
those calculated assuming a constant rupture velocity.

4. Stretching and Modeling STFs

Eleven (M 3.3–4.5) of the earthquakes analyzed by Abercrombie et al. (2017) have stacked STFs at sufficient
stations, with good enough azimuthal distribution to attempt to resolve directivity. The total number of
stations per event ranged from 16 (minimum P = 4, minimum S = 10) to 45, with a median of 34.
Hypocentral and source parameter information for these earthquakes are included in Table S1.

4.1. Stretching Method

First we band-pass filter the STFs between 2/ns and a maximum frequency of 40 Hz for Pwaves and 25 Hz for
S waves based on the signal-to-noise criteria calculated by Abercrombie et al. (2017). Using a constant
maximum frequency means that the smaller and shorter duration earthquakes are relatively more filtered.

The rupture duration (T ) at station i given a line source of size L is given by

Ti ¼ L=Vr 1� cosθi sinϕi sinδVr=V � cosϕi cosδVr=Vð Þ (3)

where Vr is the rupture velocity, V is the P (VP) or S (VS) wave velocity at the source, ϕi is the takeoff angle, and
θi and δ are the azimuth and dip of the rupture direction, respectively (dip is defined as 0 = vertically up,
90 = horizontal, and 180 = vertically down). The takeoff angles are calculated using ray tracing in the local
velocity model, for the relocated sources (Abercrombie et al., 2017).

From equation (3) we define the stretching Sij between two stations as

Sij ¼ Ti=Tj (4)

The stretching in equation (4) is measured in between each pair of stations, by fixing the length of one STF,
while time resampling the second one. For each time resampling (stretching or compressing) the correlation
between two STFs is calculated, and the preferred Sij is the one with the maximum correlation coefficient.
Only Sij with a correlation coefficient larger than 0.9 are retained for further analysis. We also ensure that

the ratio Sij
Sij
∼1. We thus have a set of robust stretching values, from which we can obtain the rupture angles

and rupture velocity (substituting equation (3) into equation (4)) by grid searching over all possible combina-
tions. The source size L cancels out in equation (4) because, unlike the other parameters, it does not affect the
relative variation in duration between stations or phases. To estimate L, we would need to measure the actual
duration (Ti) at a reference station, and then solve equation (3) using the best fittingmodel from the inversion
of the stretching values.

The inversion of the stretching values minimizes the L1 norm for P and Swaves separately and combined. For
each earthquake, we invert for three simple line source types: a purely unilateral, a symmetric bilateral, and an
intermediate, asymmetric bilateral rupture propagating for twice the distance in one direction and as in the
other opposite one. We determine whether these end-member models are distinguishable by comparing the
misfit of the final solution to the data; the preferred final solution is chosen as the one with the lowest misfit.
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Figure 3. Example of unilateral directivity modeling for earthquake 0438,M 4.5. (a–c) The three color contour maps show the misfit between the azimuthal variation
in stretching of the STFs and the unilateral line source, as a function of line azimuth (theta), dip (0 = vertically up, 90 = horizontal, and 180 = vertically down),
and rupture velocity. (d) The scatterplot shows the relative stretching between each pair of stations from the STFs compared to that predicted by the best fitting line
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4.2. Results of Stretching

The results of the stretching and fitting are shown in Figures 3 and 4 and S1 and S2 in the supporting
information. Of the 11 earthquakes considered, 8 have sufficient azimuthal variation to place reliable con-
straints on the orientation and velocity of the rupture (Figure 5 and Table S2). A unilateral line source is a
better fit than the bilateral one to all but one event (0468). The difference between unilateral and bilateral
fits can be significant, for example, for earthquake 0141, but for other earthquakes, it is more marginal. For
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all but two earthquakes (0141 and 0438) the 2:1 asymmetrical bilat-
eral rupture resulted in exactly the same orientation, rupture velocity,
and misfit as the unilateral model (Figures 5 and S3). For these two
earthquakes the asymmetrical model has slightly lower misfit and
negligible difference in orientation but higher rupture velocity
(1.8 km/s compared to 1.6 km/s for 0141 and 2.0 km/s compared to
1.2 km/s for earthquake 0438). Depending on the rupture geometry
and rupture velocity it can be impossible to distinguish between
completely unilateral and only partly asymmetric sources even with
good azimuthal distribution of stations (e.g., López-Comino et al.,
2012; Park & Ishii, 2015).

The rupture directions of all of the resolvable earthquakes are consis-
tent with them occurring on the NW dipping main shock fault plane.
Four of the earthquakes (0010, 0076, 0141, and 0654) prefer the main
shock plane, and the other four have directions too close to the null axis
to distinguish between the planes. These results are consistent with
those of Warren et al. (2015) for deeper earthquakes, who found a pre-
dominant orientation for intraslab events.

The rupture velocities that we obtain for the best-fitting unilateral mod-
els are relatively low, mostly below 50% of the shear wave velocity.
These are low even for minimum values and, allowing asymmetric bilat-
eral rupture, only has a significant effect for the largest earthquake. It is
possible that these intraslab earthquakes have low rupture velocities, in
which case all the calculated stress drops would be underestimates.

Alternatively, it could be that rupture velocity is poorly resolved in the
present analysis. The three earthquakes for which we could not resolve
directivity had, on average, the shortest durations. The frequency
bandwidth-limited data mean that we could be overestimating the
source pulse at some azimuths (e.g., Tomic et al., 2009). When we invert
the P and S waves separately we find consistently higher rupture velo-
cities for the P than for the S waves, for the few events with sufficient P
wave STFs to constrain a solution. This disparity can be understood by
considering the implications of equation (3) for local and regional
recording. For a horizontal rupture, station regional distances will
record a much greater variation in apparent rupture duration than
those directly above, or at teleseismic distances. For a horizontally pro-
pagating, unilateral rupture the difference between maximum and
minimum pulse durations recorded by stations at 90 takeoff angles

becomes 1 ± Vr/V. Hence, for a rupture velocity of 0.9VS, and VP/VS = 1.73, the range of pulse durations is a
factor of 3 for P waves and 19 for S waves. The signal bandwidth of S waves for small earthquakes is rarely
large enough to resolve such a range of pulse durations without distortion and filtering. These would
decrease the apparent range of pulse durations and hence the apparent rupture velocity calculated. The S
waves clearly provide significant information about the rupture orientation and so we prefer not to eliminate
them. We tried various different inversion weighting schemes and two stage inversions in an attempt to use
the S waves to constrain the orientation and the P waves, the rupture velocity. We even considered joint
inversions where the rupture velocity used for the S waves was lower than that for the P waves. We could
obtain better fits for some events in this manner, but the increased complexity required too many subjective
choices of inversion input parameters to be robust. The main conclusion from these attempts was that the
orientations are relatively stable and that the limited bandwidth of the S wave STFs is artificially lowering
the rupture velocity results.

To investigate the resolution of our stretching method for both rupture velocity and orientation more objec-
tively, we vary the filtering and perform some synthetic tests.
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Figure 5. Results of directivity modeling. (a–c) Box-and-whisker plots (the red
crosses are outliers) of the grid search results for the 2:1 asymmetrical bilateral
model (identical to the unilateral model for all events except 0438 and 0141),
within 5% of the minimummisfit for P and S waves combined. The velocities are
divided by the depth-corrected shear wave velocity. The depth correction is
small; VS increases by less than 10% from 3.9 to 4.3 km/s over the depth range.
(d) Minimum misfits from the three different models. For most earthquakes the
bilateral model has a higher misfit than the unilateral. The gray shading high-
lights the three events with poor resolution and poor fits for all source models.
The 2:1 asymmetric bilateral model is either almost or completely indistin-
guishable from the unilateral model.
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5. Resolution Tests

We perform two different tests to investigate the resolution of our approach and results. First we calculate the
resolved “delta function” by deconvolving the target event from itself; the resulting STF is how a real input
delta function would be resolved in our data. We then repeat the stretching analysis with respect to this
resolved delta function, for two different high-pass filters. Second, we stretch the resolved delta function
as expected for different rupture velocities to calculate synthetic STFs. We repeat the stretching analysis, fol-
lowing filtering, to determine what we can resolve.

5.1. Resolvable Delta Function

If the pulse duration at any azimuths is shorter than theminimum resolvable pulse, then it will affect themod-
eling of azimuthal variation (e.g., Tomic et al., 2009). We use each seismogram as an EGF of itself and therefore
calculate the resolvable delta functions. Since we use the same filters and sample rates for all stations, there is
only one value for each of the P and S waves per event. They are plotted in Figures 3 and 4 and S1 and S2, for
comparison with the deconvolved STFs. For the largest events, the resolved delta functions are significantly
shorter than all the STFs, but this is decreasingly true for the smaller earthquakes and those with shorter aver-
age durations (e.g., 0327 and 0236). To quantify the effects of this resolution issue, for each earthquake, we
calculate the relative stretching of each STF to the resolvable delta function for the earthquake. We then
repeat the analysis after applying a smaller, magnitude-dependent frequency bandwidth (2/ns to 40/ns Hz)
filter to the STFs and the delta functions, to investigate how resolution may be lost for smaller earthquakes.
Figure 6 shows that variation in STF durations is less for the narrower frequency range and for smaller
earthquakes. The lower the maximum frequency, the longer the resolvable delta function. The two best
resolved earthquakes (0141 and 0438) have much larger variation in S wave STFs than in P, as expected.

We repeated the entire original stretching analysis after applying the narrower filters to the STFs. The filtered
STFs are simpler and cross-correlate better (compare Figure S6 to Figures 3, 4, and S1) so the approach works
well. The resolvable delta functions are significantly longer. The resulting rupture directivity orientations vary
relatively little, but the rupture velocities decrease by about 20% for even the two best resolved events.

5.2. Modeling Synthetic STFs for Varying Rupture Velocities

To quantify the effect of signal frequency range on the resolution we perform a synthetic test. We use equa-
tion (2) to calculate the stretching coefficients for a unilateral rupture propagating horizontally due north at a
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Figure 6. Duration of the observed STFs to the resolvable delta function. Histograms for the stretching coefficient of both
P and S waves, to their respective resolvable delta functions, for earthquake 0141 using (a) the wide filter and (b) the
narrow filter. (c and d) The same for earthquake 0438. The wide filter is that used in the preceding analysis, and the
narrower is the magnitude-dependent filter.
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range of rupture velocities, for the station distribution that recorded
earthquake 0141. We divide the stretching coefficients by two and
apply them to the average STF (stack over all stations) for this event
to calculate realistic STFs corresponding to the input model. We divide
by two to half the duration of all synthetic STFs in case the average is an
over estimate (i.e., some STFs are not much longer than the resolvable
delta function). Since for higher rupture velocities, short pulses are cal-
culated, we increase the sampling rate by a factor of four before
stretching to obtain sufficient resolution of the input synthetics. We
then decimate and filter these resulting synthetic STFs to the same
sample rate and the same frequency bandwidth that we use to analyze
the original data and invert them as for the real data. We repeat this
synthetic analysis for a smaller earthquake (0327), with a shorter aver-
age duration, for which we could not resolve directivity. To account
for our average pulse being an overestimate of this shorter earthquake,
we divide all the stretching coefficients by 3.

Figure 7 shows the input values and inversion results for the synthetic
tests of both earthquakes. The inversion of the input STFs before deci-
mation or filtering recovers the input values of all model parameters.
The orientation of the rupture is remarkably stable for both earth-
quakes, for all rupture velocities and filters, implying that resolution
and frequency limitations are not a major cause of uncertainty in
orientation. The recovered rupture velocity is significantly affected by
the lower sampling rate and the filtering, especially for the shorter
duration earthquake 0327. The S waves also produce systematically
lower rupture velocities than the P waves, consistent with our inver-
sions of the real data. Figure S7 shows how the filtering affects the
range of measured stretching coefficients for these synthetic tests.

For earthquake 0141, the inversion of the synthetics produced after
applying the wider, original filters is able to recover relatively high
rupture velocities. This suggests that the velocities we observe for this
earthquake and earthquake 0438 are probably closer to the real values
but that those of the smaller earthquakes are increasingly likely to be
underestimates. A comparison of the range of stretching coefficients
of earthquake 0141 and 0438 for the different filters (Figure 6) suggests
that when the overall range of stretching coefficients of regional data
with the resolvable delta function is within the range 1–4, then rupture
velocity is likely an underestimate.

6. Discussion

Using the stretching approach, combined with EGF deconvolution to isolate the source process, we are
able to obtain estimates of rupture orientation and velocity for eight earthquakes in the subducting
Hikurangi slab.

We perform tests to quantify the resolution and find that the orientations are better constrained than the rup-
ture velocity, which must usually be considered a minimum estimate. Huang, Aso, and Tsai (2017) applied a
similar stretching-based approach to larger earthquakes at longer periods and found that rupture velocity
tends to be underestimated, whereas orientation is well-resolved. Our tests demonstrate that the finite band-
width of the signal is a major contribution to the underestimation of rupture velocity; we would recommend
that anyone applying such a method should also perform some simple synthetic testing to investigate
the resolution.

Huang et al. (2017) also noted that the stretching methods work better for complex ruptures than does the
second-order moment approach (McGuire, 2004). In the case of complex ruptures, with multiple subevents,
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Figure 7. Synthetic tests of resolution. For earthquake (a, c, and e) 0141 and
(b, d, and f) 0327 we show how well the input orientation and rupture velocity
parameters are recovered, for P and S waves separately and combined, for
different input velocities. The large black circles are the input values. The trian-
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pulses of the smaller earthquake 0327 (Figure 7b).
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rupture velocities calculated using a line source will represent a lower bound, as discussed by Park and Ishii
(2015). More detailed modeling is to be preferred, but for many earthquakes of interest, the data are insuffi-
cient to resolve more complex sources. Folesky et al. (2016) found that the azimuthal variations in amplitude
were less affected by filtering than the duration and so could also resolve orientation and rupture velocity.
Their approach requires the same EGFs to be used at each station to preserve relative amplitude, limiting
the input data. The effect of filters has not been quantitatively tested on amplitude measurements, and
source complexity cannot be resolved using only peak amplitude measurements.

All of these simple modeling approaches ignore the existence of a finite risetime, or slip duration, of the kind
proposed by Heaton (1990), and now a standard parameter in finite-fault inversions. If all the observed STFs
for an earthquake include such an azimuthally independent risetime, then the observed stretching coeffi-
cients would be underestimates, also meaning that the calculated rupture velocity should be considered
a minimum.

The application of our method to the Eketahuna earthquake sequence reveals that rupture directions of all
the earthquakes are consistent with slip on a plane similar to the inferred main shock fault plane
(Figures 2, 3, and S1). We do not observe a preferred rupture direction, nor is there any evidence of strong
differences in rheology across the fault plane. Warren et al. (2015) found that the orientation of active faults
at intermediate depths within subducting plates is controlled by the geometry of the subduction. Our results
imply that the smaller aftershocks, as well as the larger main shocks, occur on the same, or similarly oriented,
structures.

In more general terms, the lack of resolution does not allow us to resolve any clear variation of rupture velo-
city with depth or magnitude. We also do not observe any clear relationship between the stress drops
obtained in the earlier study and the rupture directions or rupture velocities. The earthquakes with the high-
est stress drops have the shortest pulses with the least azimuthal variation and so any directivity is least well
resolved. In the stress drop analysis, a rupture velocity of 70% of the shear wave velocity was assumed
(Abercrombie et al., 2017; Kaneko & Shearer, 2015). If the rupture velocities really were significantly lower,
then the corresponding absolute stress drops would be higher because the earthquakes would rupture
smaller areas.

Cotton et al. (2013) pointed out the problem of higher variability of earthquake stress drops than peak
ground acceleration (PGA), which has significant consequences for seismic hazard analysis (Baltay, Hanks,
& Abrahamson, 2017). This could result from the real uncertainties in stress drop being larger than those typi-
cally acknowledged, or from other contributing factors, such as variation of rupture velocity. Causse and Song
(2015) recently proposed that stress drop and rupture velocity are inversely correlated, to explain observa-
tions of PGA variability. At first glance this appears consistent with the present results, but actually, it is some-
what convoluted. In spectral studies, the actual measurement is of the duration (or corner frequency); the
stress drop variation comes from the variation in duration measurements (equation (1)). A rupture velocity
must be assumed to calculate stress drop from the duration or corner-frequency measurement. If the rupture
velocity were lower than assumed, then the duration (or corner-frequency) measurement would imply an
even higher stress drop, producing the reverse effect.

Our main observation is that a constant rupture velocity for all the earthquakes studied here is well within the
uncertainties, and so the spatial variation in relative stress drop shown in Figure 1 remains likely to be real. It is
interesting to speculate on what could cause such strong variation in stress drop over relatively short dis-
tances; one possibility is variability in the stress field following the main shock, or alternatively, it could be
a consequence of inherent variability in geometry or rheology, for example, in fault roughness (Candela
et al., 2011).

7. Conclusions

We present a new approach to calculate rupture orientation, directivity, and velocity for small earthquakes
and apply it to an aftershock sequence within the subducting plate at the Hikurangi margin. We find that
our combination of the stretching method with high-quality EGFs to isolate the earthquake source is a
powerful tool to illuminate the fault plane responsible for the rupture, while minimizing the effects of
propagation.
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1. By stretching and cross-correlating the source time functions, we use the whole waveform to quantify
azimuthal variation; our method does not depend on estimates of the starting, ending, or duration of
the source that are often hard to resolve unambiguously.

2. We are able to resolve directivity for 7 out of 11 earthquakes, M 3.3–4.5. Of these, six are better fit with
unilateral rupture. It is impossible to distinguish pure unilateral rupture from asymmetric bilateral rupture
for most events. Hence, the rupture velocities must be considered minimum estimates.

3. Spatial variation in relative stress drop is stable and cannot be explained as a simple trade-off with rupture
velocity or rupture orientation.
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