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Dynamic Game Theory.

In the previous chapter we focused on static games. However for many important economic applications we need to think of the game as being played over a number of time periods, making it dynamic. A game can be dynamic for two reasons. First, the interaction between players may itself be inherently dynamic. In this situation players are able to observe the actions of other players before deciding upon their optimal response. In contrast static games are ones where we can think of players making their moves simultaneously. Second, a game is dynamic if a one-off game is repeated a number of times, and players observe the outcome of previous games before playing later games. In section 3.1 we consider one-off dynamic games, and in section 3.2 we analyse repeated games.

3.1. Dynamic One-Off Games.

An essential feature of all dynamic games is that some of the players can condition their optimal actions on what other players have done in the past. This greatly enhances the strategies available to such players, in that these are no longer equivalent to their possible actions. To illustrate this we examine the following two period dynamic entry game, which is a modified version of the static game used in Exercise 2.4.

There are two firms (A and B) that are considering whether or not to enter a new market. Unfortunately the market is only big enough to support one of the two firms. If both firms enter the market then they will both make a loss of £10 million. If only one firm enters the market, that firm will earn a profit of £50 million, and the other firm will just break even. To make this game dynamic we assume that firm B observes whether firm A has entered the market before it decides what to do. This game can be represented by the extensive form diagram shown in Figure 3.1.

**Figure 3.1. The Dynamic Entry Game in Extensive Form.**

In time period 1 firm A makes its decision. This is observed by firm B which decides to enter or stay out of the market in period 2. In this extensive form game firm B’s decision nodes are separate information sets. (If they were in the same information set they would be connected by a dashed line.) This means that firm B observes firm A’s action before making its own decision. If the two firms were to make their moves simultaneously then firm B would have only two strategies. These would be to either enter or stay out of the market. However because firm B initially observes firm A’s decision it can make its decision conditional upon what firm A does. As firm A has two possible actions, and so does firm B, this means that firm B has four (2 x 2) strategies. We can list these as

- Always enter the market whatever firm A does.
- Always stay out of the market whatever firm A does.
- Do the same as firm A.
- Do the opposite of firm A.
Recognizing that firm B now has these four strategies we can represent the above game in normal form. This is shown in Figure 3.2. Having converted the extensive form game into a normal form game we can apply the two stage method for finding pure strategy Nash equilibria, as explained in the previous chapter. First, we identify what each player’s optimal strategy is in response to what the other players might do. This involves working through each player in turn and determining their optimal strategies. This is illustrated in the normal form game by underlining the relevant payoff. Second, a Nash equilibrium is identified when all players are playing their optimal strategies simultaneously.

**Figure 3.2. The Dynamic Entry Game in Normal Form.**

As shown in Figure 3.2 this dynamic entry game has three pure strategy Nash equilibria. In these three situations each firm is acting rationally given its belief about what the other firm might do. Both firms are maximizing their profits dependent upon what they believe the other firm's strategy is. One way to understand these possible outcomes is to think of firm B making various threats or promises, and firm A acting accordingly. We can therefore interpret the three Nash equilibria as follows:

1. Firm B threatens to always enter the market irrespective of what firm A does. If firm A believes this threat it will stay out of the market.
2. Firm B promises to always stay out of the market irrespective of what firm A does. If firm A believes this promise it will certainly enter the market.
3. Firm B promises to always do the opposite of what firm A does. If firm A believes this promise it will again enter the market.

In the first two Nash equilibria firm B’s actions are not conditional on what the other firm does. In the third Nash equilibrium firm B does adopt a conditional strategy. A **conditional strategy** is where one player conditions their actions upon the actions of at least one other player in the game. This concept is particularly important in repeated games, and is considered in more detail in the next section.

In each of the equilibria firm A is acting rationally in accordance with its beliefs. However this analysis does not consider which of its beliefs are themselves rational. This raises the interesting question “Could firm A not dismiss some of firm B’s threats or promises as mere bluff?” This raises the important issue of **credibility**. The concept of credibility comes down to the question “Is a threat or promise believable?” In game theory a threat or promise is only credible if it is in that player’s interest to carry it out at the appropriate time. In this sense some of firm B’s statements are not credible. For example, firm B may threaten to always enter the market irrespective of what firm A does, but this is not credible. It is not credible because if firm A enters the market then it is in firm B’s interest to stay out. Similarly the promise to always stay out of the market is not credible because if firm A does not enter then it is in firm B’s interest to do so. Assuming that player’s are rational,
and that this is common knowledge, it seems reasonable to suppose that player’s only believe credible statements. This implies that incredible statements will have no effect on other players behaviour. These ideas are incorporated into an alternative equilibrium concept to Nash equilibrium (or a refinement of it) called subgame perfect Nash equilibrium.


In many dynamic games there are multiple Nash equilibria. Often, however, these equilibria involve incredible threats or promises that are not in the interests of the players making them to carry out. The concept of subgame perfect Nash equilibrium rules out these situations by saying that a reasonable solution to a game cannot involve players believing and acting upon incredible threats or promises. More formally a subgame perfect Nash equilibrium requires that the predicted solution to a game be a Nash equilibrium in every subgame. A subgame, in turn, is defined as a smaller part of the whole game starting from any one node and continuing to the end of the entire game, with the qualification that no information set is subdivided. A subgame is therefore a game in its own right that may be played in the future, and is a relevant part of the overall game. By requiring that a solution to a dynamic game must be a Nash equilibrium in every subgame amounts to saying that each player must act in their own self interest in every period of the game. This means that incredible threats or promises will not be believed or acted upon.

To see how this equilibrium concept is applied, we continue to examine the dynamic entry game discussed above. From the extensive form of this game, given in Figure 3.1, we can observe that there are two subgames, one starting from each of firm B’s decision nodes. For the predicted solution to be a subgame perfect Nash equilibrium it must comprise a Nash equilibrium in each of these subgames. We now consider each of the Nash equilibria identified for the entire game to see which, if any, are also a subgame perfect Nash equilibrium.

1. In the first Nash equilibrium firm B threatens to always enter the market irrespective of what firm A does. This strategy is, however, only a Nash equilibrium for one of the two subgames. It is optimal in the subgame beginning after firm A has stayed out but not in the one where firm A has entered. If firm A enters the market it is not in firm B’s interest to carry out the threat and so it will not enter. This threat is not credible and so should not be believed by firm A. This Nash equilibrium is not subgame perfect.

2. In the second Nash equilibrium firm B promises to always stay out of the market irrespective of what firm A does. Again this is only a Nash equilibrium for one of the two subgames. It is optimal in the subgame beginning after firm A has entered but not in the one when firm A has stayed out. If firm A enters the market it is not in firm B’s interest to keep its promise, and so it will enter. This promise is not credible, and so should not be believed by firm A. Once more this Nash equilibrium is not subgame perfect.

3. The third Nash equilibrium is characterized by firm B promising to do the opposite of whatever firm A does. This is a Nash equilibrium for both subgames. If firm A enters it is optimal for firm B to stay out, and if firm A stays out it is optimal for firm B to enter. This is a credible promise because it is always in firm B’s interest to carry it out at the appropriate time in the future. This promise is therefore believable, and with this belief it is rational for firm A to enter the market.

The only subgame perfect Nash equilibrium for this game is that firm A will enter and firm B will stay out. This seems entirely reasonable given that firm A has the ability to enter the market first. Once firm B observes this decision it will not want to enter the market, and so firm A maintains its monopoly position. The way we solved this dynamic game has been rather time consuming. This was done so that the concept of subgame perfection may be better understood. Fortunately there is often a quicker way of finding the subgame perfect Nash equilibrium of a dynamic game. This is by using the principle of backward induction.

b. Backward Induction.

Backward induction is the principle of iterated strict dominance applied to dynamic games in extensive form. However, this principle involves ruling out the actions, rather than strategies, that players would not play because other actions give higher payoffs. In applying this principle to dynamic games we start with the last period first and work backwards through successive nodes until we reach the beginning of the game. Assuming perfect and complete information, and that no player is indifferent between two possible actions at any point in the
game, then this method will give a unique prediction which is the subgame perfect Nash equilibrium. Once more this principle is illustrated using the dynamic entry game examined above. The extensive form for this game is reproduced in Figure 3.3.

![Figure 3.3. The Dynamic Entry Game and Backward Induction.](image)

Starting with the last period of the game first we have two nodes. At each of these nodes firm B decides whether or not to enter the market based on what firm A has already done. At the first node firm A has already entered and so firm B will either make a loss of £10m if it enters, or break even if it stays out. In this situation firm B will stay out, and so we can rule out the possibility of both firms entering. This is shown by crossing out the corresponding payoff vector \((-10m, -10m)\). At the second node firm A has not entered the market, and so firm B will earn either £50m if it enters or nothing if it stays out. In this situation firm B will enter the market, and we can rule out the possibility of both firms staying out. Once more we cross out the corresponding payoff vector \((0, 0)\). We can now move back to the preceding nodes, which in this game is the initial node. Here firm A decides whether or not to enter. However if firm A assumes that firm B is rational then it knows the game will never reach the previously excluded strategies and payoffs. Firm A can reason therefore that it will either receive £50m if it enters or nothing if it stays out. Given this reasoning we can rule out the possibility that firm A will stay out of the market, and so cross out the corresponding payoff vector \((0, 50m)\). This leaves only one payoff vector remaining, corresponding to firm A entering the market and firm B staying out. This, as shown before, is the subgame perfect Nash equilibrium.
Exercise 3.1.
Using the principle of backward induction find the subgame perfect Nash equilibrium for the following three player extensive form game. State all the assumptions you make.

Exercise 3.2
Convert the following extensive form game into a normal form game, and identify the Nash equilibria and subgame perfect Nash equilibrium. Finally, what is the Nash equilibrium if both players make their moves simultaneously?