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Abstract—We consider the problem of controlling a continuous-time linear stochastic system from a specification given as a Linear Temporal Logic (LTL) formula over a set of linear predicates in the state of the system. We propose a three-step solution. First, we define a polyhedral partition of the state space and a finite collection of controllers, represented as symbols, and construct a Markov Decision Process (MDP). Second, by using an algorithm resembling LTL model checking, we determine a run satisfying the formula in the corresponding Kripke structure. Third, we determine a sequence of control actions in the MDP that maximizes the probability of following the satisfying run. We present illustrative simulation results.

I. INTRODUCTION

In control problems, “complex” models, such as systems of differential equations, are usually checked against “simple” specifications. Examples include the stability of an equilibrium, the invariance of a set, controllability, and observability. In formal analysis (verification), “rich” specifications such as languages and formulas of temporal logics, are checked against “simple” models of software programs and digital circuits, such as (finite) transition graphs. The most widespread specifications include safety (i.e., something bad never happens) and liveness (i.e., something good eventually happens). One of the current challenges in control theory is to bridge this gap and therefore allow for specifying the properties of complex systems in a rich language, with automatic verification and controller synthesis.

Most existing approaches are centered at the concept of abstraction, i.e., a representation of a system with infinitely many states (such as a control system in continuous space and time) by one with finitely many states, called a symbolic, or abstract model. It has been shown that such abstractions can be constructed for systems ranging from simple timed, multi-rate, and rectangular automata (see [1] for a review) to linear systems [2]–[4] and to systems with polynomial dynamics [5], [6]. More complicated dynamics can also be dealt with through approximate abstractions [7], [8]. Recent works [9], [10] show that finite abstractions can also be constructed for particular classes of stochastic systems.

In this paper, we focus on continuous-time stochastic linear systems. We present a method to construct a feedback control strategy from a specification given as a Linear Temporal Logic (LTL) [11] formula over a set of linear predicates in the states of the system. Our approach consists of three steps. First, we construct an abstraction of the stochastic system in the form of a Markov Decision Process (MDP). This is achieved by partitioning the state space of the original system, choosing a finite set of controllers, and determining the transition probabilities of the controllers over the partition. Second, using the method developed in [12], we determine a sequence of states in the MDP satisfying the LTL specification. Finally, we determine a control strategy maximizing the probability of producing the satisfying run.

Stochastic systems are used as mathematical models in a wide variety of areas. For example, a realistic model for the motion of a robot should capture the noise in its actuators and sensors while a mathematical model of a biochemical network should capture the fluctuations in its kinetic parameters. “Rich” specifications for such systems (e.g., “a robot should visit regions $R_1$ and $R_2$ infinitely often and never go to $R_3$” or “the concentration of a protein should never exceed value $P$”) translate naturally to formulas of temporal logics. Recent results show that it is possible to control certain classes of non-stochastic dynamical systems from temporal logic specifications [12]–[15] and to drive a stochastic dynamical system between two regions [16]. There also exist probabilistic temporal logics such as probabilistic LTL, [17], probabilistic Computation Tree Logic (pCTL) [18], [19], linear inequality LTL (iLTL) [20], and the Continuous Stochastic Logic (CSL) [21]. A recent review of stochastic model checking based on both discrete and continuous time Markov chains can be found in [22].

Existing works focus primarily on Markov chains. The problem of constructing a control strategy for a partially observed Markov Decision Process (POMDP) from such a specification remains poorly understood. The main contribution of this work is to provide a preliminary and conservative solution to the open problem of controlling a stochastic system from a temporal logic specification. We focus on LTL so that we may take advantage of powerful existing results in the deterministic setting.

II. PROBLEM STATEMENT AND APPROACH

In this paper we consider the control of a stochastic linear system evolving in a full-dimensional polytope $P$ in $\mathbb{R}^n$:

$$dx(t) = (Ax(t) + Bu(t)) dt + dw(t)$$
$$y(t) = Cx(t) + v(t)$$

where $x(\cdot) \in P \subset \mathbb{R}^n$, $u(\cdot) \in \mathbb{R}^m$, and $y(\cdot) \in \mathbb{R}^p$. The input and measurement noises are white noise processes.

The control inputs are limited to a set of control symbols, $S = \{s_1, \ldots, s_{N_s}\}$. Each symbol $s = (u, \xi)$ is the com-
combination of a control action, \( u \), together with a termination condition, \( \xi \) or sequences of such pairs. The control action is in general an output feedback control law executed by the system until the termination condition becomes true. These control symbols are essentially a simplified motion description language (see [23], [24]).

The polytope \( P \) captures known physical bounds on the state of the system or a region that is required to be invariant to its trajectories. Note that we assume the distributions on the noise processes are such that the system remains inside \( P \) in the absence of any control action.

We are interested in properties of the system specified in terms of a set of linear predicates. Such propositions can capture a wide array of properties, including specifying regions of interest inside the physical environment or sensor space of a robot, or expression states for gene networks. Specifically, let \( \Pi = \{ \pi_i | i = 1, \ldots, n \} \) be a set of atomic propositions given as strict linear inequalities in \( \mathbb{R}^n \). Each proposition \( \pi_i \) describes an open half-space of \( \mathbb{R}^n \),

\[
[\pi_i] = \{ x \in \mathbb{R}^n | c_i^T x + d_i < 0 \}
\]

where \([\pi]\) denotes the set of all states satisfying the proposition \( \pi \). \( \Pi \) then defines a collection of subpolytopes of \( P \).

In this work the properties are expressed in a temporal logic, specifically a fragment of the linear temporal logic known as LTL\( L \). Informally, LTL\( L \) formulas are made of temporal operators, Boolean operators, and atomic propositions from \( \Pi \) connected in any “sensible way”. Examples of temporal operators include  ♦ (“eventually”), □ (“always”), and \( U \) (“until”). The Boolean operators are the usual ¬ (negation), ∨ (disjunction), ∧ (conjunction), ⇒ (implication), and ⇔ (equivalence). The atomic propositions capture properties of interest about a system, such as the set of linear predicates \( \pi_i \) from the set \( \Pi \) in (2). The semantics of an LTL formula containing atomic propositions from \( \Pi \) is given over infinite words over \( 2^\Pi \) (the power set of \( \Pi \)). For example, formulas  ♦\( \pi_2 \),  👇\( \pi_3 \land \pi_4 \) and \( (\pi_1 \lor \pi_2)\land\pi_4 \) are all true over the word \( \Pi_1 \Pi_2 \Pi_3 \Pi_4 \ldots \), where \( \Pi_1 = \{ \pi_1 \}, \Pi_2 = \{ \pi_2, \pi_3 \}, \Pi_i = \{ \pi_3, \pi_4 \} \), for all \( i = 3, 4, \ldots \).

Inside this framework, we define the following problem.

**Problem 1:** Given a system of the form (1) and an LTL\( L \) formula \( \phi \) over \( \Pi \), determine a set of initial states and a control policy to maximize the probability that the trajectory of the closed-loop control system satisfies \( \phi \) while remaining inside \( P \).

To fully describe Problem 1, we need to define the satisfaction of an LTL\( L \) formula by a trajectory of (1). A formal definition is given in [12]; intuitively it can be defined as follows. As the trajectory evolves in time, a set of satisfied predicates is produced. This in turn produces a word in the power set of \( \Pi \). Since the semantics of \( \phi \) are expressed over such words, one can use these semantics to determine if this word satisfies the formula.

A deterministic version of this problem was solved in [12]. The approach in that setting consisted of three steps: first, the evolution of the system was abstracted to a finite-state transition system that captured motion between the regions defined by the propositions \( \Pi \). Second, standard tools based on Büchi automata were used to produce runs of the transition system that satisfied the formula \( \phi \). Such runs can be understood as a sequence of transitions between the subpolytopes. Third, a feedback control strategy was determined to steer the system through the sequence of subpolytopes corresponding to a particular run of the transition system satisfying \( \phi \).

The stochastic generalization introduced here is challenging. One of the interesting features of (1) is that one cannot in general ensure any given trajectory will move through a desired sequence of subpolytopes. Thus, abstraction to a transition system as in the deterministic setting is not possible, nor is the production of a feedback strategy that will guarantee a particular trajectory. It should be noted, however, that failure to follow a particular run satisfying the formula \( \phi \) does not imply that the formula itself is not satisfied.

In this paper we develop a conservative solution to Problem 1 consisting of three steps. First, we abstract the system (1) to an MDP evolving over the finite space defined by \( Q \). This is done by considering the transitions (over \( Q \)) induced by each of the control symbols in \( S \). Note that due to the measurement process, the state of the system is unknown and thus in general the current subpolytope \( q \in Q \) is not known either, requiring abstraction to a POMDP. For purposes of this work, we make the simplifying assumption that \( q \) is known exactly even though the full system state \( x \) is not. While restrictive, such an assumption can be realized in some physical settings. For example, for \( n = 2 \), (1) may describe the kinematics and sensing of a planar robot with \( Q \) denoting regions of interest. A specific label could then be placed inside each region, allowing the robot to determine which subpolytope \( q \) it is currently on without determining its current state \( x \).

Second, we determine a sequence of subpolytopes that satisfies \( \phi \). To do this, we take advantage of the first two steps of the deterministic solution in [12] and outlined above.

Finally, we determine a sequence of control symbols that maximizes the probability of moving through the sequence of subpolytopes produced by the second step. By construction, following this sequence ensures satisfaction of \( \phi \). As discussed above, however, failure to follow this sequence does not imply failure to satisfy \( \phi \). It is this fact that introduces a level of conservatism in our approach.

III. Abstraction and control

In the absence of noise, the work of [12] establishes how to assign linear feedback controllers in each polytope to ensure a transition in finite time to adjacent regions or that guarantee the polytope is invariant. This leads to a Kripke structure in which the states are the polytopes and the transitions capture our capability to design feedback controllers.

Such controllers can in some sense be viewed as a collection of symbols. They do not translate well into the stochastic setting, however, for two reasons. First, they are not robust with respect to actuator noise. For example, such controllers
may steer the system either along the boundary between two regions or seek to exit a region near a point of intersection with multiple adjoining regions. In the absence of noise, the transitions will be perfect. In the presence of actuator noise, however, such motions have a high probability of causing an erroneous transition. Second, the deterministic laws are state feedback laws, each valid only in their corresponding polytopal region. In the stochastic setting the actual state is unknown and may differ from the predicted state.

Nevertheless, the abstraction provided by the deterministic approach can be used to find a word \( w_a = w_a(1) w_a(2) \ldots w_a(k) \in 2^\Pi \), \( k \geq 1 \) satisfying the given specification \( \phi \). To find such a word, we simply use the tools of [12] for (1) where the noise terms have been set to 0. The word \( w_a \) can be viewed as a sequence of regions \( q_i \) to be traversed by the system. Traversing these regions in the given order ensures the system will satisfy the specification \( \phi \). In the remainder of this section, we assume an appropriate word has been found and describe the abstraction and control steps to maximize the probability of producing this word with (1).

A. Abstraction

As discussed in Sec. II, we assume the system is given a collection \( S \) of control symbols. While these symbols may have been designed to achieve particular actions, such as moving through a particular face of a polytope or converging to a location in the state space, moving in a fixed direction for a fixed time or performing a random “tumble” to choose a new heading direction, in our approach each symbol is viewed simply as an available controller, without any consideration of its intended effect. Rather, we capture its actual effect through the use of an MDP as described below.

To develop an abstraction of the stochastic system, we use the fact that \( Q \) captures all the regions of interest with respect to specifications \( \phi \). The execution of a symbol from \( S \) defines a natural discrete-time evolution for the system: a choice of control symbol is applied at time \( k \) to the system until the associated interrupt is triggered. At that point, a measurement over \( Q \) is obtained and time is incremented to \( k+1 \). As mentioned in Sec. II, this measurement is assumed to be perfect so that at the completion of each control symbol the current subpolytope is known.

To create the MDP representing the evolution of this system, we determine for each control symbol \( s \in S \) the transition probability that the symbol will terminate in subpolytope \( q_j \) given that it started in subpolytope \( q_i \), denoted as \( p(q_j|q_i,s) \). During execution of the symbol the system may actually move through several regions before termination of \( s \). Our goal is to follow exactly a specified sequence of regions, we must exclude such multiple transitions inside each time step. We therefore define an additional state, \( q_{N_{s+1}} \), such that \( p(q_{N_{s+1}}|q_i,s) \) represents the probability of passing through multiple regions before terminating, regardless of the final subpolytope.

While for simple control actions and noise models the transition probabilities can be calculated exactly from the Fokker-Planck equation, in general exact analytic solutions are not feasible and the probabilities must be found through approximate methods. One powerful class of tools are the Monte Carlo or particle filter methods [25]. It is precisely such an approach we adopt in the example described in Sec. IV. Once determined, these probabilities for each control symbol are arranged into a Markov matrix \( M_{tp}(s_a) \), \( a = 1, \ldots, N_a \), where the \( ij^{th} \) element of \( M_{tp}(s_a) \) is the probability of transitioning to state \( i \) given that the system is currently on state \( j \) and that symbol \( s_a \) is executed. The MDP is then given by \( \{ Q, M_{tp}(1), \ldots, M_{tp}(N_a) \} \).

In creating this abstraction, we assume that the transitions generated by the control symbols in \( S \) are Markovian in nature. In general this is not the case. Consider, for example, the regions illustrated in Fig. 1 and two motion scenarios: a system moving in \( q_2 \) near the border with \( q_1 \) and a system moving in \( q_3 \) near the border with \( q_2 \). In the first case, due to noise the system may randomly transition from \( q_2 \) to \( q_1 \). Once in \( q_1 \), noise is likely to push the system back to \( q_2 \). Similarly, in the second case noise is likely to cause a transition from \( q_3 \) into \( q_1 \) and then back into \( q_2 \). Thus, when in \( q_1 \), the transition probabilities depend on where the system came from, imparting memory to the system. This non-Markovian effect is influenced by the size of the noise and the geometry of the polytopal regions. The Markovian assumption can be enforced, at least approximately, through appropriate design of the control symbols. The resulting abstraction is an approximation of the original system and its accuracy would need to be determined. This can be captured, for example, through a notion of distance as determined by an approximate bisimulation [26].

B. Control

Given an MDP and a word \( w_a \) that satisfies the specification \( \phi \), our goal is to design a control policy to maximize the probability that (1) produces the word \( w_a \). A control policy is a sequence of symbols from \( S \) and is denoted \( \Gamma = \{ s_1, \ldots, s_r \} \) where \( r \geq 1 \) is the length of the policy. To determine the optimal policy, we express this optimization in terms of a cost function involving the probability of producing the word and then use dynamic programming to optimize it over the set of policies.
Under our approach, we must follow the sequence in \( w_u \) exactly. As a result, the optimization reduces to a one-stage look-ahead in which at any step \( i \), the optimal control symbol is the one with the maximum probability of transitioning the system to the next element of \( w_u \). This forms a feedback control policy (over \( Q \)) as follows. Let \( i \) denote the current time step and \( k \) the current index into \( w_u \) so that the system is currently in the subpolytope denoted by \( w_u(k) \). The control symbol that maximizes the probability of transitioning the system to the subpolytope denoted by \( w_u(k+1) \) is selected and executed. At the completion of the symbol, time is incremented to \( i+1 \) and the current value of \( q \) is measured. If this is \( w_u(k+1) \) then \( k \) is incremented while if it is equal to \( w_u(k) \) then the index \( k \) is left unchanged. If the current state is neither \( w_u(k) \) or \( w_u(k+1) \) then the run is terminated because the system has failed to produce the desired word.

IV. EXAMPLE

To illustrate our approach, we considered a two-dimensional case. The system dynamics were given by (1) where

\[
A = \begin{bmatrix} 0.2 & -0.3 \\ 0.5 & -0.5 \end{bmatrix}, \quad B = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad C = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}
\]

and \( x \in P \) where \( P \) is specified as the intersection of eight closed half spaces, defined by: \( a_1 = [-1 0]^T, b_1 = -5, a_2 = [1 0]^T, b_2 = -7, a_3 = [0 -1]^T, b_3 = -3, a_4 = [0 1]^T, b_4 = -6, a_5 = [-3 -5]^T, b_5 = -15, a_6 = [1 -1]^T, b_6 = -7, a_7 = [-1 2.5]^T, b_7 = -15, a_8 = [-2 2.5]^T, b_8 = -17.5 \). The input and output noise processes were taken to be zero mean, Gaussian white noise with covariances \( Q \) and \( R \) respectively, where \( Q = R = \text{diag}(9, 9) \). Note that these noise values were chosen such that the standard deviations were on the same order as the dimensions of \( P \). These levels of noise are much larger than would be expected in, for example, a robotic system.

The set \( \Pi \) was defined using ten predicates of the form (2) where \( c_1 = [0 1]^T, d_1 = 0, c_2 = [1 -1]^T, d_2 = 0, c_3 = [4 1]^T, d_3 = 12, c_4 = [4 -7]^T, d_4 = 34, c_5 = [-2 -1]^T, d_5 = 4, c_6 = [-1 -12]^T, d_6 = 31, c_7 = [-1 -1]^T, d_7 = 11, c_8 = [1 0]^T, d_8 = -3, c_9 = [0 -1]^T, d_9 = -1.5, c_{10} = [-6 -4.5]^T, d_{10} = -12 \). These values yield 33 feasible full-dimensional subpolytopes in \( P \), illustrated in Fig. 2.

A set of control symbols were designed based on the intuition that to move to an adjacent polytope, the system should steer to the center of the shared facet and then proceed to the center of the new polytope. It is important to keep in mind the discussion in Sec.III-A, namely that the intended effect (move to center of facet then to center of polytope) is irrelevant to the approach. It is only the resulting transition probabilities in the MDP structure that are important.

The control actions had the form of an affine state estimate feedback law given by \( u_{x}(t) = -L(\hat{x} - x_d) - Ax_d \), where \( \hat{x} \) is the state estimate given by a Kalman-Bucy filter and \( x_d \) is a desired point to move to. The feedback gain was set to

\[
L = \begin{bmatrix} 20.2 & -0.30 \\ 0.50 & 20.0 \end{bmatrix}.
\]

We defined four interrupts. In words, these were: the system exits the current subpolytope, the system exits the union of the previous and current polytope, the system has converged to the desired point, or the action has executed for a sufficiently long time. The second condition was added to allow the system to switch back and forth between two adjacent polytopes if desired. These four interrupts can be expressed as follows:

<table>
<thead>
<tr>
<th>Interrupt</th>
<th>Triggering condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \xi_{\text{exit}} )</td>
<td>( x(t) \notin q_0 ), the initial polytope</td>
</tr>
<tr>
<td>( \xi_{\text{exit2}} )</td>
<td>( x(t) \notin q_{\text{prev}} \cup q_{\text{curr}} )</td>
</tr>
<tr>
<td>( \xi_{\text{ad}} )</td>
<td>( |\hat{x}(t) - x_d| \leq \epsilon, \epsilon &gt; 0 )</td>
</tr>
<tr>
<td>( \xi_T )</td>
<td>( t \geq T )</td>
</tr>
</tbody>
</table>

Based on the intuitive description for moving between subpolytopes, we created a collection of basic symbols

\[
s_{fi} = \left( u_{x,i}, \left( \xi_{xi} \lor \xi_{\text{exit} \lor \xi_T} \right) \right), \quad (3a)
\]
\[
s_{cp} = \left( u_{x,cp}, \left( \xi_{\text{exit} \lor \xi_T} \lor \xi_{\text{exit2}} \lor \xi_T \right) \right), \quad (3b)
\]
\[
s_{r} = \left( u_{x,cp}, \left( \xi_{\text{exit2} \lor \xi_T} \right) \right), \quad (3c)
\]
\[
s_{I} = \left( u_{x,cp}, \left( \xi_{\text{exit} \lor \xi_T} \right) \right). \quad (3d)
\]

Here \( x_i \) denotes the center of the \( i \)-th shared face and \( x_{cp} \) denotes the center of the current polytope. The first symbol is designed to steer the system to one of the shared faces and terminates either when the state estimate converges to within \( \epsilon \) of the center of the face, when the state exists the current polytope, or when \( T \) seconds have elapsed. The second symbol is designed to steer the system to the center of the current polytope and terminates either when the state estimate converges to the center, when the system enters a subpolytope which is not either the current or previous one (defined when the symbol is executed), or after \( T \) seconds. Note that it allows multiple transitions between the current polytope and the previous one since such transitions in essence do not effect the word generated by the system under the assumption that sequences of repeated values in \( w_u \) can
be collapsed to a single copy of that value. The third symbol is similar to the second but lacks the convergence termination condition. It serves as a “randomizer”, causing the system to lose any memory of which polytope it was previously on. It is this symbol which helps to enforce the Markov condition needed for the abstraction. The final symbol is designed to make the current polytope invariant.

The set \( \Pi \) defines 54 shared faces. The basic symbols were used to create 55 control symbols \( s_i = (s_{f_i}, s_{cp}, s_r) \), \( i = 1 \) to 54 together with the invariance controller \( s_I \).

A. Creating the abstraction

As noted in Sec. III, the collection of states in \( Q \) was augmented with a state capturing multiple transitions, yielding 34 states. For each of the 55 symbols, 2000 particles were initialized on each polytope. Each particle was evolved according to (1) under control of the symbol until the termination condition was met. The ending subpolytope for each particle was then recorded. The simulations were performed in Matlab running under Linux on an Intel Xeon Quad-Core 2.66 GHz processor equipped with 3 GB of RAM. The 55 transition matrices (each of dimension 34 \( \times \) 34) took approximately 21 hours to create.

As an illustrative example, in Fig. 3 we show the transition matrix corresponding to the symbol designed to move from \( q_1 \) to \( q_2 \). The entry \( \left[M_{tp}\right]_{ij} \) denotes the probability of ending on region \( q_j \) given that the system was initially on region \( q_i \) and that the system evolved with this control symbol.

The obstacles were represented by the polyhedral regions
\[
o_1 = \bigcup_{i \in \{13,14,16,17,18\}} q_i, \quad o_2 = \bigcup_{i \in \{19,28\}} q_i, \quad o_3 = q_{10}.
\]

These regions are illustrated in Fig. 2. The corresponding LTL\(_{-X}\) formula can be written as
\[
\phi = \Diamond (r_1 \land \Diamond (r_2 \land \Diamond r_3)) \land \square \neg (o_1 \lor o_2 \lor o_3).
\]

For each initial state, we used the deterministic tools of [12] to produce a word to follow. A control policy was then found by selecting the sequence of control symbols which maximized the one-step transition probabilities. The probability of following that word was then calculated by multiplying those probabilities. In Fig. 4 we show, for every region in \( Q \), the probability of satisfying the specification \( \phi \). To verify our abstraction, we also determined the probabilities through Monte Carlo simulation. These results are also shown in Fig. 4. Differences in the two results arise from three primary sources: (1) the finite number of particles used in the Monte Carlo simulations, (2) a mismatch between the distributions over each region \( q_i \) used to initialize the Monte Carlo simulations and the actual distributions during a run, and (3) non-Markovian behavior in the transitions.

![Fig. 3. Transition probabilities for the symbol designed for \( q_1 \rightarrow q_2 \).](image)

In Fig. 5 we show three sample runs starting from the subpolytope \( q_{12} \). The word to follow (highlighted in green on the figure) from these regions was found to be
\[
q_{12}q_{11}q_{5}q_{3}q_{1}q_{3}q_{26}q_{25}q_{29}q_{22}q_{30}(q_{32})
\]

where \( (q_{32}) \) means to repeat this element infinitely often. The actual evolution of the system is shown in blue while the estimate of the trajectory is shown in green. Of the three runs, one successfully followed the word while two failed.

V. CONCLUSIONS AND FUTURE WORKS

In this paper, we discuss the problem of controlling a stochastic dynamical system from a specification given as
a temporal logic formula over a set of state-predicates. We focus on linear systems and LTL. This work can be seen as an extension of our previous results on temporal logic control of linear systems, where we showed that a particular choice of controllers reduces the problem to controlling an abstraction in the form of a finite transition system from an LTL formula. In the stochastic framework considered here, the abstraction becomes in general a POMDP. Since controlling a POMDP from a (probabilistic) temporal logic specifications is an open problem, here we present an approach based on following the solution of the deterministic problem with maximum probability and under the assumption of perfect observations over the MDP. Directions of future research include using approximations to POMDPs combined with dynamic programming to determine a policy that maximizes the probability of satisfying the specification directly and the development of game theoretic approaches for POMDP control.
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