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ABSTRACT

First-order turbulence closure schemes continue to be work-horse models for weather and climate simulations. The turbulent Prandtl number, which represents the dissimilarity between turbulent transport of momentum and heat, is a key parameter in such schemes. This paper reviews recent advances in our understanding and modeling of the turbulent Prandtl number in high-Reynolds number and thermally stratified atmospheric boundary layer (ABL) flows. Multiple lines of evidence suggest that there are strong linkages between the mean flow properties such as the turbulent Prandtl number in the atmospheric surface layer (ASL) and the energy spectra in the inertial subrange governed by the Kolmogorov theory. Such linkages are formalized by a recently developed cospectral budget model, which provides a unifying framework for the turbulent Prandtl number in the ASL. The model demonstrates that the stability-dependence of the turbulent Prandtl number can be essentially captured with only two phenomenological constants. The model further explains the stability- and scale-dependences of the subgrid-scale Prandtl number in large-eddy simulation. The connections between mean flow properties and microscale energy distributions shed novel insights into the breakdown of Monin-Obukhov similarity theory under strongly stable conditions.

1. Introduction

The title of this review is inspired by the classic review by Kays published more than twenty years ago titled “Turbulent Prandtl Number - Where Are We?” (Kays, 1994). The similarity between the two titles, both in the form of a question, is meant to provoke discussions about advances in our understanding of the turbulent Prandtl number, and more broadly turbulent momentum and heat transfer, over the last two decades. This review nonetheless has a different focus compared to the review by Kays, which primarily addressed the turbulent Prandtl number in engineering flows (Kays, 1994). This review is dedicated to the turbulent Prandtl number in the atmospheric boundary layer (ABL), which is the lowest 1–2 km of the atmosphere directly influenced by the Earth’s surface and is the home for most human activities and biological processes (Stull, 1988).

The study of turbulent momentum and heat transfer in the atmosphere has a long history. In fact, the origin of the turbulent Prandtl number concept is rooted in early studies of heat transfer in the atmosphere. In his seminal paper “Eddy Motion in the Atmosphere”, Taylor (1915) proposed the concept of ‘eddy diffusivity’ for describing heat transfer by the turbulent wind field in analogy of ‘thermal diffusivity’ for describing molecular diffusion of heat. This, along with Boussinesq’s 'eddy viscosity' hypothesis in analogy of 'molecular viscosity' (see discussions in Frisch (1995)), forms the basis of so-called first-order turbulence closures to the Reynolds-averaged Navier-Stokes (RANS) equations and gives rise to the turbulent Prandtl number ($Pr_t$), which is simply the ratio of the eddy viscosity ($K_m$) to the eddy diffusivity for heat ($K_h$). Nowadays nearly all atmospheric models for weather and climate simulations are based on RANS equations and many of them are still employing first-order turbulence closures (Stensrud, 2007), where $Pr_t$ can be viewed as a key input linking the eddy diffusivity for heat ($K_h$) to the eddy viscosity ($K_m$). Even in large-eddy simulations (LES) that are becoming increasingly popular in atmospheric research, a subgrid-scale Prandtl number ($Pr_{SGS}$) is needed and is often parameterized, although the role of subgrid-scale Prandtl number ($Pr_{SGS}$) is less significant than that of turbulent Prandtl number ($Pr_t$) due to the fact that the large-scale fluxes are resolved in LES.

Strictly speaking the turbulent Prandtl number is a concept pertinent to turbulent heat transfer. However, the significance of turbulent Prandtl number in atmospheric research often goes beyond that. This is because atmospheric models tend to assume that the turbulent wind field transports all scalars such as water vapor, CO$_2$, CH$_4$ and NH$_3$ in a similar way as heat, despite that temperature is an active scalar that can alter the flow field and has a feedback impact on heat flux while the
other scalars are passive scalars that do not alter the flow field. In other words, the turbulent Schmidt number, which is the counterpart of the turbulent Prandtl number for mass transfer (Gualtieri et al., 2017), is often assumed to be identical to the turbulent Prandtl number in atmospheric models. As a result, a better understanding and parameterization of the turbulent Prandtl number in the atmosphere is not only helpful for improving weather and climate predictions and applications related to heat transfer, but also has significant implications for air quality, agricultural management, ecosystem services, to name a few. In particular, the importance of turbulent Prandtl/Schmidt number in atmospheric dispersion modeling with Computational Fluid Dynamics (CFD) tools has been widely recognized (see a recent review by Tominaga and Stathopoulos (2013)).

To start, it is essential to highlight a number of unique features of the ABL flow. First of all, the horizontal scale of the ABL is usually orders of magnitude larger than the vertical scale. In this sense, the ABL resembles a two-dimensional, wall-bounded turbulent boundary layer. This feature of the ABL provides a good justification to the use of first-order turbulence closure schemes in atmospheric models, except in regions where non-local transport becomes important including the mixed layer under strongly unstable conditions, the canopy layer, and the roughness sublayer (see Fig. 1 for a schematic of the ABL structure over a canopy). These regions will be excluded from this review, despite that in practice first-order turbulence closure schemes with some modifications (e.g., adding non-local terms, see Holtslag and Moeng (1991) for an example) continue to be used in these regions. Second, the Reynolds number and turbulent Peclet number of the ABL are typically very large (on the order of $10^8$). A direct consequence is that the effects of molecular viscosity and thermal diffusivity are confined within an extremely thin ($\approx 1$ mm) layer at the interface between the Earth’s surface and the atmosphere (i.e., the viscous sublayer). As a result, the dependence of turbulent Prandtl number on molecular viscosity and thermal diffusivity in the near-wall region, a topic extensively studied in laboratory experiments and with direct numerical simulations (DNS) (Kays, 1994), is typically not a concern for the ABL flow. Lastly, while the Reynolds analogy (i.e., $Pr_T = 1$) or a constant but smaller than unity value of $Pr_T$ continues to find its way in engineering applications, atmospheric scientists discovered the role of thermal stratification in inducing dissimilarity between turbulent transport of momentum and heat as early as 1940s (Ertel, 1942; Priestley and Swinbank, 1947). The significance of thermal stratification in the ABL is now well recognized, especially in the atmospheric surface layer (ASL, see Fig. 1) where Monin-Obukhov Similarity Theory (MOST) provides a theoretical framework for parameterizing turbulent fluxes under the influence of thermal stratification.

With these features of the ABL flow in mind, this paper reviews recent advances in our understanding and parameterization of turbulent Prandtl number in the ABL since 1990s. Before discussing the scope and organization of this review, the definition of the turbulent Prandtl number and the necessary background are provided.

2. The turbulent Prandtl number

In this section, the definition and the significance of turbulent Prandtl number are discussed within the framework of RANS modeling. For the purpose of illustration, a horizontally homogeneous, two-dimensional ($x$-$z$) dry ABL that satisfies the Boussinesq approximation is considered. The budget equations for the mean longitudinal velocity and potential temperature are as follows

$$\frac{\partial \bar{u}}{\partial t} + \frac{\partial}{\partial x}(\bar{u} \bar{u}) + \frac{\partial}{\partial z}(\bar{u} \zeta) = -\frac{1}{\rho} \frac{\partial p}{\partial x} + \frac{\partial}{\partial x}(\nu \frac{\partial \bar{u}}{\partial x}) \frac{\partial \bar{u}}{\partial x} = -\frac{1}{\rho} \frac{\partial p}{\partial x} + \frac{\partial}{\partial x}(\nu \frac{\partial \bar{u}}{\partial x}) \frac{\partial \bar{u}}{\partial x} \tag{1}$$

$$\frac{\partial \bar{w}}{\partial t} + \frac{\partial}{\partial x}(\bar{u} \bar{w}) + \frac{\partial}{\partial z}(\bar{w} \zeta) = \frac{1}{\rho} \frac{\partial p}{\partial z} - \frac{\partial}{\partial x}(\nu \frac{\partial \bar{w}}{\partial x}) \frac{\partial \bar{w}}{\partial x} \tag{2}$$

where $u$, $w$, and $\theta$ are the longitudinal velocity, vertical velocity, and potential temperature, respectively; $p$ is the pressure; $\rho$ is the air density; $\nu$ and $D$ are the molecular viscosity and thermal diffusivity, respectively. The overbar indicates the Reynolds average and the prime indicates turbulent excursions from the averaged state. Here $\bar{u} \bar{w}$ is the vertical turbulent momentum flux and $\bar{w} \theta$ is the vertical turbulent heat flux. Note that the Coriolis force is not included due to the assumption of two-dimensional ABL.

In first-order turbulence closure schemes, turbulent fluxes are related to the local gradients of the mean variables:

$$\overline{u'w'} = -K_{m} \frac{\partial \bar{u}}{\partial z} = -K_{m} S, \tag{3}$$

$$\overline{w'\theta'} = -K_{m} \frac{\partial \bar{w}}{\partial z} = -K_{m} \Gamma \tag{4}$$

where $S = \frac{\partial \theta'}{\partial z}$ and $\Gamma = \frac{\partial \bar{w}}{\partial z}$ are the vertical gradients of mean longitudinal velocity and potential temperature, respectively; $K_{m}$ and $K_{e}$ are the eddy viscosity and eddy diffusivity for heat, respectively. The
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Fig. 1. A schematic of the structure of ABL of height $z_i$ over an urban canopy of averaged height $h_c$ (do not scale). Only unstable conditions with strong turbulent mixing are shown.
ratio of \( K_m \) to \( K_h \) is the turbulent Prandtl number

\[
Pr_t = \frac{K_m}{K_h}
\]  

(5)

It is clear that the turbulent Prandtl number is essentially an indication of dissimilarity between turbulent transport of momentum and heat. The assumption that heat is transported in a similar way as momentum in turbulent flows, namely \( Pr_t = 1 \), is called the Reynolds analogy. These first-order turbulence closure schemes are also called flux-gradient relations, eddy-diffusivity models, or simply K-theory in the literature (Stull, 1988). Throughout the article, they will be used interchangeably and they all refer to the relations between turbulent fluxes and local gradients.

The turbulent Prandtl number \( Pr_t \) is a function of the flow and thus is fundamentally different from its molecular counterpart (hereafter called the molecular Prandtl number \( Pr_m \))

\[
Pr_m = \frac{\nu}{D}
\]  

(6)

which is a function of the fluid (Tennekes and Lumley, 1972). The value of \( Pr_m \) is about 0.72 for air mixture under typical atmospheric conditions. In fact most gases (e.g., methane, oxygen, \( \text{CO}_2 \)) under typical and turbulent Peclet numbers yield neglecting the molecular effects (i.e., assuming sufficiently high Reynolds and turbulent Peclet numbers) yield

\[
\frac{\partial \bar{u}}{\partial t} + \bar{u} \frac{\partial \bar{u}}{\partial x} = - \frac{1}{\rho} \frac{\partial p}{\partial x} + \frac{\partial}{\partial x} \left( K_m \frac{\partial \bar{\theta}}{\partial x} \right).
\]  

(7)

\[
\frac{\partial \bar{\theta}}{\partial t} + \bar{u} \frac{\partial \bar{\theta}}{\partial x} = \frac{\partial}{\partial x} \left( K_e \frac{\partial \bar{\theta}}{\partial x} \right).
\]  

(8)

It is clear that \( K_m \) and \( Pr_t \) (or equivalently \( K_m \) and \( K_h \)) are two critical inputs for predicting the mean flow properties such as \( \bar{u} \) and \( \bar{\theta} \).

3. Background

3.1. High-Reynolds number, neutrally stratified turbulent boundary layers and the logarithmic region

In classic boundary layer theory, a wall-bounded turbulent boundary layer that does not experience any buoyancy effect (i.e., neutrally stratified) is often described by a two-layer structure: an inner layer and an outer layer (Tennekes and Lumley, 1972). When the Reynolds number is large enough, there exits an overlap or matched layer in which both mean velocity and temperature profiles are logarithmic. In this logarithmic region, the \( Pr_t \) should be independent of the distance from the wall and can be inferred from the slopes of the normalized mean velocity and temperature profiles (Kays, 1994). For air flows, the \( Pr_t \) determined this way in laboratory experiments ranges from 0.73 to 0.92 (Kays, 1994).

Many analytical and empirical formulations for \( Pr_t \) derived from a variety of models exist in the literature as reviewed elsewhere (Reynolds, 1975; Kays, 1994). Here only one notable example, which is the result from the renormalization group (RNG) method (Yakhot et al., 1987), is discussed. The \( Pr_t \) from the RNG method is determined using the following formulation:

\[
\frac{1 + \frac{\nu}{D}}{Pr_m + Pr_t} = \frac{1}{1} - \frac{1.1793}{Pr_m + 1.1793} + \frac{2.1793}{Pr_m + 2.1793} - \frac{3.5}{Pr_m + 3.5}.
\]  

(9)

where

\[
Pr_t = (K_m/\nu)Pr_m
\]  

(10)

is the turbulent Peclet number indicating the relative importance of advective transport and diffusive transport (Kays, 1994). Note that \((K_m/\nu)\) can be interpreted as the Reynolds number and hence a high Reynolds number always indicates a high turbulent Peclet number for air flows with \( Pr_m = 0.72 \). The reason that \( Pe_t \) defined based on \( K_h \) is used is because \( Pr_t \) is also related to \( K_h \) so that \( Pr_t \) could be linked to \( Pe_t \) once \( Pr_m \) is known.

It is clear from Eq. (9) that if \( Pr_m \) was known (i.e., for a given fluid), the RNG method would provide a relation between \( Pr_t \) and \( Pe_t \), as shown in Fig. 2, which presents the relations between \( Pr_t \) and \( Pe_t \) for air flows (red line, \( Pr_m = 0.72 \)) and two other fluids with \( Pr_m = 0.5 \) and \( Pr_m = 1.5 \) in order to cover a range of gases of interest to atmospheric scientists. It can be seen that at sufficiently large values of \( Pe_t \) (e.g., in the ABL), the \( Pr_t \) approaches a value of about 0.85 (Yakhot et al., 1987), which is within the range of laboratory results (Kays, 1994). More importantly, the asymptotic behavior of \( Pr_t \) at large values of \( Pe_t \) is independent of the value of \( Pr_m \) (at least for the range of \( Pr_m \) considered here), suggesting that the turbulent Prandtl number in the ABL is hardly controlled by its molecular counterpart.

The exact value of \( Pr_t \) in the logarithmic region of high-Reynolds number, neutrally stratified turbulent boundary layers (and also other wall-bounded turbulent flows such as pipe and channel flows) continues to be debated. With fast growing computational resources, DNS may be a promising tool to address this question (Kasagi et al., 1992; Kawamura et al., 1998, 1999; Kong et al., 2000; Abe et al., 2004; Redjem-Saad et al., 2007) as it does not require any turbulence model. However, the Reynolds numbers of current DNS studies are fairly low.
(Kajishima and Taira, 2017) and fully resolving this issue awaits further increases in computational resources to allow DNS of high-Reynolds number turbulent flows.

3.2. Monin-Obukhov Similarity Theory (MOST)

In the ABL, the logarithmic region is often called the inertial sub-layer or the atmospheric surface layer (ASL), which roughly corresponds to the lowest 10% of the ABL that is also above the canopy layer and roughness sublayer (see Fig. 1). The ASL is probably the most extensively studied part of the ABL both experimentally over short canopies ($h_s < 0.1 z_0$) and theoretically. Compared to the classic boundary layers studied in the laboratory, the ABL is constantly affected by the presence of thermal stratification or buoyancy resulting from surface heating and cooling in a diurnal cycle. As a result of the buoyancy effect, the logarithmic profiles are modified and the turbulent Prandtl number varies strongly with atmospheric stability.

Using only dimensional considerations, Monin and Obukhov (1954) showed that distortions to the classical logarithmic profiles by buoyancy can be accounted for by stability correction functions that are only functions of the so-called stability parameter ($\zeta$) (Obukhov, 1946; Monin and Obukhov, 1954; Businger and Yaglom, 1971). For mean horizontal velocity and potential temperature, the stability correction functions are denoted as $\phi_u$ and $\phi_{\Theta}$, respectively, given as:

$$\phi_u(\zeta) = \frac{\kappa}{\zeta},$$  \hspace{2cm} (11)

$$\phi_{\Theta}(\zeta) = \frac{\kappa}{\zeta},$$  \hspace{2cm} (12)

where $\kappa = 0.4$ is the von Kármán constant, $z$ is height from the ground surface or zero-plane displacement, $u_* = (-w^3)^{1/2}$ is the friction velocity, and $\delta_z = -w^3/\zeta u_*$ is a temperature scaling parameter. The stability parameter $\zeta = z/L$ where $L = -u_*^2/(\kappa w^3)$ is the Obukhov length (Obukhov, 1946), $\beta = g/\zeta$ is the buoyancy parameter, $g$ is the gravitational acceleration rate.

When $\zeta < 0$, which corresponds to $w^3 > 0$, the ASL is unstable (e.g. during daytime) and when $\zeta > 0$, which corresponds to $w^3 < 0$, the ASL is stable (e.g. during nighttime). When $\zeta = 0$, the ASL is labeled as neutrally buoyant (or neutral). Based on these definitions, the $Pr_f$ can be related to the stability correction functions following

$$Pr_f = \frac{\phi_u(\zeta)}{\phi_{\Theta}(\zeta)},$$  \hspace{2cm} (13)

Evidently, $Pr_f$ is also only a function of the stability parameter ($\zeta$) in the MOST framework.

It is important to point out that MOST assumes that the ASL flow is stationary, planar homogeneous and without subsidence, characterized by sufficiently high Reynolds and turbulent Peclet numbers, and lacks any strong horizontal pressure gradients. When these assumptions are applied to the mean momentum (Eq. (1)) and mean potential temperature (Eq. (2)) budgets, the outcome is that the turbulent momentum and heat fluxes ($\overline{w^3}$ and $\overline{w^3\Theta}$) become independent of $z$. It is for this reason that the ASL is often labeled as the ‘constant-flux layer’. In the following, the ASL that satisfies all the MOST assumptions will be called an idealized ASL.

Another important indicator of atmospheric stability effect is the Richardson number. In fact, there are two widely used Richardson numbers: the gradient Richardson number ($R_g$) and the flux Richardson number ($R_f$), defined as,

$$R_g = \frac{\beta^2}{S^2},$$  \hspace{2cm} (14)

and

$$R_f = -\frac{\beta^2 w^3}{-S w^3},$$  \hspace{2cm} (15)

respectively. With these two Richardson numbers, it can be shown that

$$Pr_f = \frac{R_g}{R_f}.$$  \hspace{2cm} (16)

3.3. The role of buoyancy in heat transport

Before presenting the experimentally determined $\phi_u$ and $\phi_{\Theta}$ in the ASL, it is enlightening to examine how buoyancy introduces dissimilarity in turbulent transport of momentum and heat from the perspective of momentum and heat flux budgets. The role of buoyancy in heat transport was recognized as early as 1940s by Ertel (1942) and Priestley and Slinbank (1947). However, instead of presenting the original arguments in Ertel (1942) and Priestley and Slinbank (1947), a derivation based on the modern understanding of turbulent transport in the ASL (Li et al., 2012b) is shown here to illustrate how buoyancy enhances (suppresses) turbulent transport of heat under unstable (stable) conditions.

With the same assumptions of MOST, the budget equations for turbulent momentum and heat fluxes can be simplified into

$$\frac{\partial w^3}{\partial t} = 0 - \overline{w^3 w^3} \frac{\partial}{\partial z} - \frac{1}{\rho} \frac{\partial}{\partial z} \overline{w^3 w^3} + \overline{w^3 \Theta} - 2\nu \frac{\partial}{\partial z} \overline{w^3 \Theta \Theta} - \frac{w^3}{\rho} \frac{\partial}{\partial z} \overline{w^3 w^3},$$  \hspace{2cm} (17)

$$\frac{\partial w^3 \Theta}{\partial t} = 0 - \overline{w^3 \Theta} \frac{\partial}{\partial z} - \frac{1}{\rho} \frac{\partial}{\partial z} \overline{w^3 \Theta} + \overline{w^3 \Theta \Theta} - (\nu + D_m) \frac{\partial}{\partial z} \overline{w^3 \Theta \Theta}$$  \hspace{2cm} (18)

The terms on the right hand-side of the equations represent (in order): production terms due to the presence of mean velocity and potential temperature gradients, flux-transport terms that represent turbulent transport of momentum and heat fluxes, pressure-decorrelation terms due to interactions between pressure and velocity and pressure and temperature, buoyancy terms arising from thermal stratification, and molecular destruction terms. The molecular destruction terms are usually much smaller than the pressure-decorrelation terms and are often also neglected (Wyngaard, 2010). In addition, the turbulent transport terms and the correlation between $u$ and $T$ are typically small in an idealized ASL (Katul et al., 2014). With these additional assumptions, the above budgets are further simplified into

$$0 = -\overline{w^3 w^3} - \frac{1}{\rho} \frac{\partial}{\partial z} \overline{w^3 w^3},$$  \hspace{2cm} (19)

$$0 = -\overline{w^3 \Theta} - \frac{1}{\rho} \frac{\partial}{\partial z} \overline{w^3 \Theta} + \overline{w^3 \Theta \Theta}$$  \hspace{2cm} (20)

The Rotta model (Rotta, 1951) is further invoked for parametrizing the pressure-decorrelation terms (Mellor and Yamada, 1974; Yamada, 1975; Mellor and Yamada, 1982; Moeng and Wyngaard, 1986; Pope, 2000). For illustration only the linear (or slow) component is retained, as follows:

$$-\frac{1}{\rho} \frac{\partial}{\partial z} \overline{w^3 w^3} = -C_w \frac{\overline{w^3}}{\nu},$$  \hspace{2cm} (21)

$$-\frac{1}{\rho} \frac{\partial}{\partial z} \overline{w^3 \Theta} = -C_w \frac{\overline{w^3 \Theta}}{\nu},$$  \hspace{2cm} (22)

where $\tau$ is the relaxation time scale that indicates how fast a turbulent eddy dissipates its energy or loses its coherency and $C_w$ is a coefficient. Substituting the linear Rotta model into Eqs. (19) and (20) produces

$$\overline{w^3} = \frac{\nu}{C_w} (-\overline{w^3 w^3}),$$  \hspace{2cm} (23)

$$\overline{w^3 \Theta} = \frac{\nu}{C_w} (-\overline{w^3 \Theta} + \overline{w^3 \Theta \Theta}).$$  \hspace{2cm} (24)

Eq. (24) recovers the results of Ertel (1942) and Priestley and
Swinbank (1947) where the additional buoyancy term was first recognized. It clearly shows how the so-called ‘convective turbulence’ (related to \( \overline{\rho \omega \theta} \)) modulates turbulent heat flux in a different way than ‘mechanical turbulence’ (related to \( u'w' \)).

\[
Pr_t = \frac{\tau_c C_m}{\tau_c C_h} \left( \frac{1}{1 - \frac{\zeta}{Pr}} \right)
\]

(25)

Under neutral conditions, \( Pr_{t, neu} = (\tau_c C_h)/(\tau_c C_m) \), where the subscript ‘neu’ indicates ‘neutral conditions’. Clearly, under unstable conditions (\( \Gamma < 0 \)), \( Pr_t < Pr_{t, neu} \) and under stable conditions (\( \Gamma > 0 \)), \( Pr_t > Pr_{t, neu} \). This suggests that compared to turbulent transport of momentum, turbulent transport of heat is enhanced (suppressed) under unstable (stable) conditions. Further relating \( Pr_t \) to atmospheric stability indicators such as \( \zeta \) and Richardson numbers requires consideration of the governing equations for \( \overline{\rho \omega \theta} \) and \( \overline{\rho \mu} \) (for example in second-order turbulence closure models), which will be discussed later.

It is important to stress that in this derivation the dissimilarity between turbulent transport of momentum and heat stems solely from the buoyancy effect, while the non-stationary, advection, and third-order flux-transport terms in the momentum and heat flux budgets have been neglected. In the real atmosphere, these terms may also play a role in inducing dissimilarity between turbulent transport of momentum and heat.

3.4. The Businger-Dyer relations

The functional forms of \( \phi_m \) and \( \phi_h \) have been the subject of field experimental research in the 1960–1980s when the eddy covariance technique started to become mature, enabling a direction quantification of turbulent quantities (Stull, 1988). The field experiments conducted in this period, most notably the Kansas experiment in 1968, have shaped our understanding of \( \phi_m \) and \( \phi_h \) and thus \( Pr_t \) in the ASL to date. From these field experiments dozens of functional forms for \( \phi_m \) and \( \phi_h \) have been proposed. Fig. 3 shows the \( Pr_t \) determined from fitted functions for \( \phi_m \) and \( \phi_h \) in two most influential studies during this period (Businger et al., 1971; Dyer, 1974). Nowadays these functions are commonly called the ‘Businger-Dyer relations’ (Businger, 1988). The functional forms for \( Pr_t \) from Businger et al. (1971) and Dyer (1974) are

\[
Pr_t = \frac{\phi_h}{\phi_m} = \begin{cases} \frac{0.74(1 - \frac{\zeta}{Pr})^{-1}}{(1 - \zeta^2)^{1/2}} & \zeta < 0 \\ \frac{0.74 + 4.7\zeta}{1 + 4\zeta^2} & \zeta > 0 \end{cases}
\]

respectively.

It can be seen from Fig. 3 that both functions suggest that the \( Pr_t \) decreases as the atmosphere becomes more unstable. The major difference between the two functions is the \( Pr_t \) under neutral conditions (\( Pr_{t, neu} \), which is 0.74 in the Businger relation but 1 in the Dyer relation, and the behavior of \( Pr_t \) under stable conditions. A review by Högström (1988), which compared the Businger-Dyer relations to a few other experimental studies and used \( \kappa = 0.4 \) consistently across data sets, confirmed that the decrease of \( Pr_t \) under unstable conditions is very robust, while under neutral and stable conditions the scatter of data is too large to determine whether \( Pr_t \) is significantly different from unity and whether \( Pr_t \) continues to increase with increasing \( \zeta \). These findings are anchored by other review articles (Högström, 1996; Andreas, 2002; Foken, 2006) and more recent experiments (Song et al., 2010; Liu et al., 2016). One caveat of Fig. 3 is that the Businger-Dyer relations, and many other empirical formulations, were proposed based on data collected primarily in the range of \(-2 < \zeta < 2 \) but here the results in the range of \(-10 < \zeta < 10 \) are shown for illustration purposes.

4. Scope and organization

By the time Kays’ review was published, it was already known, both theoretically and experimentally, that turbulent transport of heat in the ABL relative to turbulent transport of momentum is enhanced under unstable conditions due to the role of buoyancy. However, the behavior of \( Pr_t \) in stable ABLs remains elusive. From the extensive laboratory and field experiments and theoretical work such as the RNG method one expects the neutral value of \( Pr_t \) to range from 0.7 to 0.9 or so in the ABL. All of these form the starting point of this review.

In the following, new developments in our understanding and modeling of \( Pr_t \) in the ABL since 1990s are reviewed, with a focus on presenting a unifying framework for \( Pr_t \) in the ASL based on a recently developed cospectral budget model. Sections 5 and Section 6 examine the \( Pr_t \) in unstable and stable conditions, respectively. The cospectral budget model that provides a unifying framework for \( Pr_t \) in the ASL is then reviewed in Section 7. Further application of the cospectral budget model to studying the subgrid-scale Prandtl number (\( Pr_{SGS} \)) is discussed in Section 8. Conclusions are presented in Section 9, which also discusses future research priorities.
5. Prandtl and coherent structures in unstable ABLs

As discussed earlier, nearly all field data and simplifications of the flux budgets suggest that $Pr$ decreases as the atmosphere becomes more unstable (see Fig. 3). New understanding of this well-established result is generated by recent advances in our knowledge of coherent structures or organized motions in turbulent flows, which are broadly defined as flow features that persist in space and time. Reviews of coherent structures in high-Reynolds number turbulent flows can be found elsewhere (Cantwell, 1981; Robinson, 1991; Adrian, 2007; Marusic et al., 2010; Smits et al., 2011). Here only a general picture is presented to pave the way for discussing the linkage between the phenomenology of turbulence and the dissimilarity between turbulent transport of momentum and heat or $Pr$.

5.1. The impact of atmospheric instability on coherent structures in the ABL

Coherent structures or organized motions in turbulent flows have been the subject of active research over the past few decades (Cantwell, 1981; Robinson, 1991; Adrian, 2007; Marusic et al., 2010; Smits et al., 2011). Various forms of coherent structures such as hairpin vortices, large-scale and very large-scale motions have been discovered and extensively studied in pipe flows, channel flows and turbulent boundary layers in laboratory settings. In the neutral ABL, studies also found turbulent structures similar to those in the laboratory (see Hutchins et al. (2012) for detailed discussions and comparisons, including the nomenclature). In addition, recent review articles have indicated that turbulence and the pressure field in the neutral ABL scale similarly as canonical wall-bounded turbulent flows (Marusic et al., 2010), further suggesting that coherent structures responsible for the scaling are similar.

Under unstable conditions, it is expected that coherent structures are strongly modified by the atmospheric instability. For example, in the limit of free convection, the ABL is expected to resemble Rayleigh-Bénard convection rather than wall-bounded turbulence (Wyngaard, 1985), as suggested by classic LES results (Schmidt and Schumann, 1989). In such a regime, the dominant coherent structures are expected to be rising plumes and thermals (Stull, 1988), whose fingerprints can be detected from the ramp structures in the measured time series of scalar quantities such as temperature (Antonia et al., 1979; Brunet et al., 1992; Zhang et al., 2011).

In studying the transition from a neutral to an unstable ABL, Hommema and Adrian (2003), using smoke visualizations, found evidence of hairpin packets under neutral conditions with inclination angles similar to those observed in laboratory studies. They also observed that under moderately unstable conditions the individual hairpins lifted off the surface, leading to an increase in the inclination angle, which was later confirmed by other field studies (Carper and Porté-Agel, 2004; Chauhan et al., 2013; Liu et al., 2017). Under highly unstable conditions, Hommema and Adrian (2003) could not detect any hairpins but their visualizations clearly depict upward-moving plumes. Using eddy-variance data collected over a uniform lake surface, Li and Bou-Zeid (2011) found that the cross-stream vorticity decreases with increasing instability (see Fig. 4a). They conjectured that as the instability increases turbulent structures transition from roll-type structures, including hairpin vortices attached to the surface that have strong cross-stream vorticity, to cellular-type structures (e.g., plumes and thermals) rotating mainly in the vertical direction. This hypothesis is corroborated by LES runs that span a wide range of instabilities (Shah and Bou-Zeid, 2014a; Patton et al., 2016; Salesky et al., 2017).

While these studies presented ample evidence of coherent structures in the ABL and how their topology changes with increasing instability, they did not provide a direct linkage between changes in coherent structures and the turbulent Prandtl number. The following subsection discusses the implications of modifications on coherent structures due to the atmospheric instability for the dissimilarity between turbulent transport of momentum and heat with a phenomenological model.

5.2. A phenomenological model for $Pr_t$

To connect early ideas of Ertel (1942) and Priestley and Swinbank (1947) with recent evidence of instability-induced changes in coherent structures, Li et al. (2012b) employed a phenomenological model originally developed for studying turbulent transport of momentum under neutral (Gioia et al., 2010) and thermally stratified (Katul et al., 2011) conditions. In the original phenomenological model depicted in Fig. 5(a), turbulent momentum flux is assumed to be generated by the turnover of an isotropic eddy of radius $s$ acting on the mean velocity profile. The isotropic eddy transfers momentum down at a rate $\rho u_\sigma (z + s) v(s)$ and up at a rate $\rho u_\sigma (z - s) v(s)$, resulting in a momentum flux

$$\overline{u'w'} = -a_m v(s)[\overline{\sigma (z + s) - \sigma (z - s)}] = -a_m v(s) \frac{\partial \overline{\sigma}}{\partial z},$$

where $v(s)$ is the turnover velocity of the isotropic eddy of size $s$; $\sigma (z + s) - \sigma (z - s)$ is the net momentum, per unit mass per unit velocity of the turnover eddy, exchanged between $z + s$ and $z - s$; and $a_m$ is a proportionality constant.

Following this idea, Li et al. (2012b) assumed that the isotropic eddy similarly transfers heat down at a rate $\rho \theta (z + s) v(s)$ and up at a rate $\rho \theta (z - s) v(s)$ when the surface sensible heat flux $H_s$ is positive (upward). As such, the turbulent sensible heat flux can be expressed as

$$\overline{w'\theta'} = -a_m v(s)[\overline{\theta (z + s) - \theta (z - s)}] = -a_m v(s) \frac{\partial \overline{\theta}}{\partial z}$$

Similarly, $\overline{\theta (z + s) - \theta (z - s)}$ is the net heat flux, per unit mass per unit velocity of the turnover eddy, exchanged between $z + s$ and $z - s$, and $a_m$ is also a proportionality constant but can be different from $a_m$.

Similar to Gioia et al. (2010) and Katul et al. (2011), a logical starting point is to assume that eddies contributing most efficiently to momentum and heat transport are those attached to the surface inspired by Townsend’s attached eddy hypothesis (Townsend, 1976). Consequently, $s = z$ and Eqs. (26) and (27) reduce to:

$$2 a_m \frac{\overline{v(z)}}{u_*} \phi_m = 1,$$

where $a_m$ is a proportionality constant but can be different from $a_m$.

within the confines of the phenomenological model, Li et al. (2012b) proposed that across the turnover eddy, the spatial excursions embedded in ‘instantaneous’ temperature profiles could interact with the turnover velocity thereby creating additional dispersive fluxes, contrary to the Eq. (27) postulating that a turnover eddy is passively acting on the ‘averaged’ temperature profile that is smooth (see Fig. 5(b1 and b2) for a schematic). This hypothesis of interactions between the vertical velocity and temperature fields was supported by observational evidence that the integral length scale of temperature approaches that of vertical velocity as the instability increases, while the integral length scale of horizontal velocity is always at least an order of magnitude larger than that of vertical velocity (see Fig. 4b).
Fig. 4. (a) The standard deviation of cross-stream or spanwise vorticity ($s^{-1}$) and (b) the ratios of integral length scales ($I$, where the subscripts $\theta, u, w$ represent potential temperature, horizontal velocity, and vertical velocity, respectively) as a function of $-\zeta$ under unstable conditions. The observational data are collected over a lake surface (Vercauteren et al., 2008; Li and Bou-Zeid, 2011; Li et al., 2012a). This figure is based on results in Li and Bou-Zeid (2011) and Li et al. (2012a).

Fig. 5. (a) The phenomenological model for turbulent transport of momentum and heat in the ASL, where $\tau_0$ is the surface shear stress and $H_s$ is the surface heat flux. (b1 and b2) Two different cases with different ratios of integral length scales of vertical velocity ($I_v$) and potential temperature ($I_\theta$). In case (b1), there is no scale-resonance between the vertical velocity and temperature fields. In case (b2), the spatial excursions in the temperature profiles interact with the turnover eddy and create extra heat fluxes (i.e., the scale-resonance effect). The advection and turning of the eddy through a sensor allows one to separate these two cases using integral length scales computed from single-point time series measurements. The figure is adapted from Li et al. (2012b).
To account for this ‘scale-resonance’ between the temperature and vertical velocity fields, a ‘resonance’ function \( f_\theta(\zeta) \) is included in the phenomenological model, as follows:

\[
\overline{w'v'} = -a_0v(s)[\theta(z + s) - \theta(z - s)] \approx -a_0v(s)\frac{\partial \theta}{\partial z}2f_\theta(\zeta),
\]
which leads to

\[
2a_0v(z)x_{\Phi_m} = \frac{1}{f_\theta},
\]
when \( s = z \).

To obtain \( \phi_m \) and \( \phi_h \) explicitly from the model, the turnover eddy velocity \( v(z) \) needs to be specified, which is one of the most important assumptions of this phenomenological model and has inspired many future studies (as shall be seen in Section 7). The turnover eddy velocity is assumed to follow the Kolmogorov inertial subrange ‘1/3’ scaling, i.e., \( v(z) = \left(k_\nu v_\zeta f_\zeta(\zeta)\right)^{1/3} \), where \( k_\nu \) is a parameter, \( \zeta \) is the mean turbulent kinetic energy (TKE) dissipation rate, and \( f_\zeta(\zeta) \) accounts for the anisotropy of the turnover eddy induced by atmospheric instability. The mean TKE dissipation rate \( \langle \epsilon \rangle \) can be further estimated by assuming that the TKE budget is in local equilibrium, namely, the shear production and the buoyant production/destruction balances the dissipation rate. With these additional assumptions and the constraints that \( f_\theta(0) = 1 \), \( f_\zeta(0) = 1, \phi_m(0) = 1, f_\phi(0) = 1 \), one arrives at the famous O’KEYPS equation (named after Obukhov, Kazansky, Ellison, Yamamoto, Panofsky, and Sellers, see Lumley and Panofsky (1964)) for both \( \phi_m \) and \( \phi_h \):

\[
\phi_m\left(1 - \frac{\zeta}{\Phi_m}\right) = \frac{1}{f_\zeta f_\theta},
\]

\[
\phi_h\phi_m\left(1 - \frac{\zeta}{\Phi_m}\right) = \frac{1}{f_\phi f_\theta}.
\]

When the functions of \( f_\nu \) and \( f_\phi \) are determined from experimental data based on how the integral length scales of vertical velocity and temperature vary with instability (see Fig. 4b), the resulting \( \phi_m \) and \( \phi_h \) from this phenomenological model recover their well-established scaling laws as shown in Li et al. (2012b). The Pr from this phenomenological model is shown in Fig. 3 and is in fair agreement with the Pr in the Businger-Dyer relations under unstable conditions.

Even without the knowledge of \( v(z) \), one can obtain the turbulent Prandtl number from the revised phenomenological model as

\[
Pr_t = \frac{1}{f_\theta}.
\]

Thus it is clear that the turbulent Prandtl number is solely determined by the function used to account for the ‘scale-resonance’ effect and is independent of \( f_\phi \) that indicates the effect of atmospheric instability on the anisotropy of turbulent eddies. This implies that while \( f_\zeta \) is critical for correctly capturing the behavior \( \phi_m \) across stability conditions (Katul et al., 2011; Salesky et al., 2013; Li et al., 2016b), the function \( f_\phi \) does not introduce any dissimilarity between turbulent transport of momentum and heat. This further suggests the crucial importance of the ‘scale-resonance’ effect in inducing dissimilarity between turbulent transport of momentum and heat.

6. \( Pr_t \) in stably stratified ABLs

While the behavior of \( Pr_t \) under unstable conditions is relatively well understood after the Kansas experiment, its stable counterpart remains elusive. To date, there is still an ongoing debate regarding the behavior of \( Pr_t \) under stable conditions (Grachev et al., 2007; Anderson, 2009; Sorbjan and Grachev, 2016; Rodrigo and Anderson, 2013). Although buoyancy is expected to suppresses the transport of heat under stable conditions (see Section 3.3) and in the real atmosphere the existence of gravity waves would further enhance the transport of momentum (Monin and Yaglom, 1971; Mahrt, 1998), experimental evidence is inconclusive especially when \( Pr_t \) is presented as a function of \( \zeta \). For example, Howell and Sun (1999) found that \( Pr_t \) is scattered around unity for \( \zeta \) up to 10 (similar to the Dyer relation shown in Fig. 3). Andreas (2002) reviewed seven different formulations for \( \phi_m \) and \( \phi_h \) under stable conditions, five of which predict that \( Pr_t \to 1 \) as \( \zeta \to \infty \). Only two predict that \( Pr_t \) is not bounded by unity and continues to increase with \( \zeta \).
even as $\zeta \to \infty$.

On the other hand, when $Pr_t$ is plotted against the gradient Richardson number ($R_g$), data from field and laboratory experiments and numerical simulations seem to unanimously show that $Pr_t$ increases with $R_g$ (Monin and Yaglom, 1971; Turner, 1979; Bange and Roth, 1999; Zilitinkevich and Calanca, 2000; Zilitinkevich et al., 2008; Kurbatskii and Kurbatskaya, 2010; Vasil’ev et al., 2011; Kitamura et al., 2013; Zilitinkevich et al., 2013; Kurbatskii and Kurbatskaya, 2014; Aliabadi et al., 2016). A collection of laboratory data from water and wind tunnels, field experimental data, as well as DNS results, is shown in Fig. 6(a). As can be seen, the agreement among these widely different studies is quite remarkable, despite of some scatter associated with the two field experiments. The increase of $Pr_t$ with $R_g$ is also consistent with the theoretical considerations from Section 3.3 as well as the expected role of gravity waves.

Grachev et al. (2007) argued that using experimental data to investigate the behavior of $Pr_t$ under stable conditions is complicated by self-correlation (see also Anderson (2009), Sorbian and Grachev (2010) and Rodrigo and Anderson (2013)). They showed that $Pr_t$ increases with increasing stability when it is plotted against $R_g$, but decreases with increasing stability when it is plotted against $\zeta$ or the flux Richardson number ($R_f$) using the same data collected during the Surface Heat Budget of the Arctic Ocean (SHEBA) experiment. Also using the SHEBA data, Sorbian and Grachev (2010) found that $Pr_t$ actually decreases from 0.9 under near-neutral conditions to about 0.7 under very stable conditions after removing outliers that seem to have large values of $R_g$ but are actually caused by small temperature and velocity gradients under near-neutral conditions. Anderson (2009) employed regression methods to avoid self-correlation and found that $Pr_t$ increases with increasing $R_g$ consistent with Fig. 6(a). The issue of self-correlation, together with the disagreement among different studies, highlights the challenge of studying $Pr_t$ with field data under stable conditions. Other complexities in stable boundary layers, including non-stationarity, wave-turbulence interaction, global intermittency and collapsing turbulence, are reviewed elsewhere and are not repeated here (Fernando and Weil, 2010; Mahrt, 2014; Sun et al., 2015).

Due to these experimental challenges and complexities associated with stable boundary layers (especially strongly stable boundary layers) in real-world settings, many investigations of $Pr_t$ under stable conditions have focused on fully developed, stationary, and homogeneous boundary layers using theoretical approaches. Before these studies are reviewed, the asymptotical behaviors of $Pr_t$ under near-neutral and very stable conditions, indicated by very small and large values of $R_g$, are first discussed.

6.1. Asymptotical behaviors

At very large $R_g$ (i.e., under strongly stable conditions), the $Pr_t$ is expected to increase nearly linearly with increasing $R_g$ (see Fig. 6). This stems from the definition of $Pr_t = R_g/R_f$. At very large $R_g$, $R_f$ tends to saturate or level off towards its maximum value ($R_{fm}$, hereafter called the maximum flux Richardson number), leading to $Pr_t$ increasing linearly with $R_g$. This result is well supported by experimental data and numerical simulations (see Fig. 6a).

At very low $R_g$ (i.e., under near-neutral conditions), different arguments exist. Schumann and Gerz (1995) noticed that $Pr_t$ is fairly insensitive to stability at low $R_g$ and proposed the following parameterization for $Pr_t$ by merging the behaviors of $Pr_t$ at very small and large $R_g$:

$$Pr_t = Pr_{t,\text{linear}} \exp \left( - \frac{R_g}{Pr_{t,\text{linear}} R_{fm}} \right) + \frac{R_g}{R_{fm}}$$

(36)

On the other hand, Venayagamoorthy and Stretch (2010) argued that $Pr_t$ should increase linearly with $R_g$ at small $R_g$ and proposed a modified empirical function for $Pr_t$ as follows:

$$Pr_t = Pr_{t,\text{linear}} \exp \left( - \frac{R_g}{Pr_{t,\text{linear}} R_{fm}} \right) + \frac{R_g}{R_{fm}}$$

(37)

Both functions agree with experimental data and numerical simulation results fairly well, as shown in Fig. 6(a). The minor difference between the two functions at small $R_g$ is well within the scatter of experimental data and numerical simulation results. Besides the two functions constructed based on the asymptotic behaviors of $Pr_t$, other empirical and semi-empirical formulations that describe the behavior of $Pr_t$ as a function of $R_g$ under stable conditions also exist (Kondo et al., 1978; Louis et al., 1982; Kim and Mahrt, 1992; Zilitinkevich and Calanca, 2000; Aliabadi et al., 2016). These formulations often parameterize $Pr_t$ as a linear function of $R_g$ (Kim and Mahrt, 1992; Baas et al., 2008; Zilitinkevich et al., 2008; Grisogono, 2010; Aliabadi et al., 2016). Elliott and Venayagamoorthy (2011) evaluated four different $Pr_t$ parameterizations for stably stratified turbulence, including the one proposed by Venayagamoorthy and Stretch (2010), and found considerable variability in the simulation results with different $Pr_t$ parameterizations even in a one-dimensional channel flow.

6.2. Second-order turbulence closure models

Perhaps the most commonly-employed theoretical approach for studying $Pr_t$, as alluded to in Section 3.3, is to derive $Pr_t$ from second-order (or even higher-order) turbulence closure models. In this section, the $Pr_t$ under stable conditions from two representative second-order turbulence closure models, the classic Mellor-Yamada (MY) model (Mellor, 1973; Yamada, 1975; Mellor and Yamada, 1982) and the Energy- and Flux-Budget (EFB) model recently developed by Zilitinkevich et al. (2007, 2009, 2013), are discussed. These two models are selected because they represent two different situations distinguished by whether the model is subjected to the so-called ‘critical gradient Richardson number’ ($R_{gm}$). To simplify the comparison, the two models are applied to the idealized ASL where analytical expressions for $Pr_t$ can be obtained (Li et al., 2016a).

6.2.1. Governing equations

Here the governing equations for second-order turbulence closure models are presented, which include the budget equations for turbulent momentum and heat fluxes (Eqs. (17) and (18)) already presented in Section 3.3. In addition, governing equations for $\overline{w'w'}$ and $\overline{\theta'\theta'}$ are needed to close the turbulent flux budget models, as can be seen from Eq. (25). In the idealized ASL, these are given by

$$\frac{\partial \overline{w'w'}}{\partial t} = 0 = 2\overline{w'\theta'} - \frac{\partial \overline{w'w'}}{\partial z} - \frac{1}{\rho} \frac{\partial \overline{\theta'\theta'}}{\partial z} + 2v \frac{\partial^2 \overline{w'}}{\partial z^2} - 2v \frac{\partial \overline{w'}}{\partial z}$$

(38)

$$\frac{\partial \overline{\theta'\theta'}}{\partial t} = 0 = -2\overline{w'\theta'} - \frac{\partial \overline{\theta'\theta'}}{\partial z} - 2D_m \frac{\partial \overline{\theta'}}{\partial z}$$

(39)

The terms on the right hand-side of the equations represent (in order): production terms due to buoyancy for $\overline{w'w'}$ or due to the presence of mean temperature gradient (i.e., $\Gamma$) for $\overline{\theta'\theta'}$, turbulent transport terms, pressure-decorrelation terms due to interactions between pressure and velocity (which is absent for $\overline{\theta'\theta'}$), and molecular destruction or dissipation terms. The molecular destruction or dissipation terms in these two equations are extremely important and cannot be neglected as in the equations for $\overline{w'w'}$ and $\overline{\theta'\theta'}$ (Eqs. (17) and (18)).

Given that $\overline{u'w'}$ and $\overline{v'\theta'}$ do not directly affect the vertical momentum and heat fluxes in the idealized ASL, they do not need to be included when solving these budget equations. However, second-order closure schemes typically consider the total TKE equation or two separate equations for $\overline{u'w'}$ and $\overline{v'\theta'}$. Here, the budget equation for the total TKE, $\overline{w'}$ = 0.5($\overline{u'v'} + \overline{v'\theta'} + \overline{w'w'}$), is presented for completeness:
\[
\frac{\partial^2 \mathbf{u}}{\partial t^2} = -\frac{1}{\rho} \mathbf{u} \nabla S + \frac{1}{\rho} \mathbf{u} \nabla \mathbf{u} - \frac{1}{\rho} \mathbf{u} \nabla \mathbf{p} - \frac{1}{\rho} \mathbf{u} \nabla \mathbf{f} - \mathbf{\varepsilon}
\]  (40)

Again, the terms on the right hand-side of the equation represent (in order): the production term due to shear, the production or destruction term due to buoyancy, the turbulent transport term, the pressure-dec- orrelation term due to interactions between pressure and velocity, and the dissipation term.

Note that in Section 3.3 we have neglected \( \mathbf{u} \nabla \mathbf{f} \) in the momentum flux budget equation. When \( \mathbf{u} \nabla \mathbf{f} \) is not neglected, the governing equation for \( \mathbf{u} \nabla \mathbf{f} \) needs to be also provided in order to close the equation system (Mellor, 1973; Yamada, 1975).

6.2.2. The Mellor-Yamada (MY) model

For over four decades now, the Mellor-Yamada (MY) model (Mellor and Yamada, 1982) and its many variants have been widely used in studying geophysical turbulence. The key parameterization used in the MY model is the Rotta scheme (Rotta, 1951) for pressure decorrelation terms, which can involve one (Mellor, 1973) or three (Yamada, 1975) or even more (Nakanishi, 2001) coefficients depending on the complexity of the Rotta scheme (see Eqs. (21) and (22) for the simplest Rotta scheme that only retains the slow component and has one coefficient). In addition, the MY model employs four length scales (two are relaxation length scales in the Rotta model and two are dissipative length scales for parameterizing the dissipation rates of variances), all of which are assumed to be proportional to the so-called master length scale. To match expectations from a neutral ASL, the master length scale is set to be \( \kappa \zeta \), where \( \kappa \) is again the von Kármán constant and \( \zeta \) is the height above the ground. As a result, the MY model requires five (Mellor, 1973) or seven (Yamada, 1975) empirical constants, which were obtained by fitting to observational data collected in the ASL.

The MY model includes a hierarchy of closure schemes and the level 2 scheme, which is discussed here, further neglects the third order turbulent transport terms in all equations for second-order statistics. With this additional assumption, the set of equations can be solved analytically as shown in Mellor (1973) and Yamada (1975). The \( Pr \) from Yamada (1975) is reproduced here, as follows:

\[
P_{\eta} = P_{\eta, \text{new}} \left( \frac{1 - R_f / R_g}{1 - R_f / R_l} \right)^{1/2},
\]

where \( P_{\eta, \text{new}} = 0.74, R_{f1} = 0.325, R_{f2} = 0.316 \) are constants derived from the previously mentioned basic constants.

6.2.3. The energy- and flux-budget (EFB) model

The main differences between the EFB model and the MY model have been discussed in Li et al. (2016a) and thus are not repeated here. Similar to the MY model, the EFB model has several basic constants that need to be determined a priori. Results from the most recent version of the EFB model (Zilitinkevich et al., 2013) are presented here, where the turbulent Prandtl number is given by

\[
P_{\eta} = P_{\eta, \text{new}} \left( \frac{1 - R_f / R_g}{1 - R_f / R_l} \right)^{1/2},
\]

where \( P_{\eta, \text{new}} = 0.8 \) and \( R_{g0} = 0.25 \) are derived from the basic constants of the EFB model (Zilitinkevich et al., 2013). The \( \phi_x \) is \( \mathbf{u} \nabla e / e \) is the vertical anisotropy (i.e., the vertical component of the TKE normalized by the total TKE) given by

\[
\phi_x = \frac{C_{\phi x}^b(1 - 2C_{\phi x}^b \frac{R_l}{R_g})(1 - R_f) - 3R_f}{(1 - R_f)(3 + C_{\phi x}^b(3 - 2(1 + C_{\phi x}^b \frac{R_l}{R_g}))},
\]

where \( C_{\phi x}^b = 1.5 \) is a standard inter-component energy exchange constant and \( C_{\phi x}^b = 0.125 \) is the inter-component energy exchange constant determining the vertical share of TKE. The constant \( A_{\text{vis}} (=0.03) \) is the value of \( A_{\text{vis}} \) at \( R_g \to \infty \).

6.2.4. Comparison between the MY model and the EFB model

The comparison between the MY and EFB models is presented in Fig. 6(b) so that they can also be compared to experimental data and numerical simulation results shown in Fig. 6(a). The major difference between the MY and EFB models is that the MY model only works when the gradient Richardson number is smaller than the so-called ‘critical gradient Richardson number’ (\( R_{g0} \)), which is about 0.2–0.25. This ‘cri- tical gradient Richardson number’ is often interpreted as the threshold characterizing laminar-turbulent transition in stably stratified flows, which originates from the seminal work of Miles and Howard (Miles, 1961; Howard, 1961). Beyond this value, turbulence collapses and the \( Pr \) is not well defined in the MY model (see Fig. 6b).

On the other hand, the EFB model predicts the linear increase in \( Pr \) at sufficiently large \( R_g \) and does not support the concept of ‘critical gradient Richardson number’. In essence, the EFB model argues that \( R_g \) depends only on the mean flow state and increases in \( R_g \) are not limited by the internal turbulence state (i.e., the ability of turbulence to transport momentum and heat) (Zilitinkevich et al., 2013). As such, the EFB model treats the vertical gradients of mean velocity and temperature as ‘external’ variables to the turbulent flux budgets. By virtue of this treatment, the EFB model is not limited by a ‘critical gradient Richardson number’.

However, unlike \( R_g \) depending on the ‘external’ mean velocity and temperature gradients, \( R_f \) is controlled by the ‘internal’ turbulence state and thus cannot increase indefinitely as \( R_g \) increases. The EFB model caps the \( R_f \) through imposing a maximum value or \( R_{f0} \) derived from observational data, which is around 0.2–0.25 (Zilitinkevich et al., 2013). It should be noted that there are experimental studies reporting values of \( R_f \) larger than 0.25 and sometimes even larger than unity (Pardyjak et al., 2002) probably because of non-stationarity, advection, and flux transport.

The existence of a ‘critical gradient Richardson number’ continues to be a topic receiving attention in turbulence modeling (Canuto et al., 2008; Ferrero et al., 2011), but experimental evidence, shown in Fig. 6 and elsewhere (Galperin et al., 2007), favors no such threshold. Recently, Grachev et al. (2013) found that the ‘critical gradient Richardson number’ in the ASL indicates a threshold beyond which MOST does not apply and, coincidentally, the inertial subrange in the Richardson-Kolmogorov energy cascade dies out (see also Li et al. (2015a)). This has motivated new investigations of connections between the mean flow properties described by MOST and the eddy structures characterized by the inertial subrange scaling, as shall be examined in Section 7.

6.3. The Quasi-Normal Scale Elimination (QNSE) model

A different theoretical approach to stably stratified turbulence is the Quasi-Normal Scale Elimination (QNSE) model (Sukoriansky et al., 2005a, 2005b, 2006; Galperin and Sukoriansky, 2010). The QNSE model is a spectral closure that gradually coarsens the resolved scales by successively eliminating the unresolved scales. When this process of successive averaging is extended to the largest turbulent scale, the QNSE theory yields a RANS model that includes eddy viscosities and diffusivities in both horizontal and vertical directions. Details of the QNSE model (Sukoriansky et al., 2005a, 2005b, 2006; Galperin and Sukoriansky, 2010) and its implementation into numerical weather prediction models (Tastula et al., 2015a, 2015b, 2016) can be found elsewhere.

There is no analytical expression for \( Pr \) from the QNSE model. Fig. 6(b) shows the \( Pr \) inferred from the fitted functions of \( \phi_m \) and \( \phi_h \) in the QNSE model (Tastula et al., 2015b). Although the \( Pr \) from the QNSE model is lower than those from the other models, it captures the linear increase of \( Pr \) with \( R_g \) at large \( R_g \) values. Similar to the EFB model, the \( Pr \) from the QNSE model is not subjected to a ‘critical
gradient Richardson number’.

7. A unifying framework for Pr based on cospectral budgets

The above two sections have discussed recent advances in our understanding of Pr under unstable and stable conditions, respectively. The phenomenological model presented in Section 5 shows a strong linkage between the mean velocity and temperature profiles in an unstable ASL and the Kolmogorov scaling in the inertial subrange (Li et al., 2012b). In stable conditions, experimental data suggest that the ‘critical gradient Richardson number’ is tied to the collapse of inertial subrange in the Richardson-Kolmogorov energy cascade (Grachev et al., 2013; Li et al., 2015a). Collectively they seem to suggest that there are close connections between the mean flow properties, including the mean velocity and temperature profiles and thus Pr and the macroscale turbulent energy distributions governed by the inertial subrange scaling. Such connections are formally established by a recently developed cospectral budget (CSB) model (Katul et al., 2013a, 2014; Li et al., 2015a, 2015b), which provides a unifying framework for Pr in the ASL. Given its significance, the detailed derivation of Pr in the CSB model (Li et al., 2015b) is reproduced here.

7.1. Model formulations

The CSB framework starts with the cospectral definitions of turbulent momentum and heat fluxes:

\[ \overline{u'u'} = \int_{0}^{\infty} F_{uw}(k) dk \]  \hspace{1cm} (44)

\[ \overline{w'w'} = \int_{0}^{\infty} F_{ww}(k) dk \]  \hspace{1cm} (45)

where \( F_{uw}(k) \) and \( F_{ww}(k) \) are the co-spectra of \( u' \) and \( u' \), and \( w' \) and \( \theta' \), respectively, and \( k \) is a one-dimensional wavenumber in the streamwise direction. This definition of \( k \) is used in order to be consistent with ASL experiments that typically report spectra and co-spectra from single-point time series measurements (Kaimal et al., 1972; Kaimal, 1973; Kaimal and Finnigan, 1994; Wyngaard and Cote, 1972) based on Taylor’s frozen turbulence hypothesis (Taylor, 1938).

In correspondence to the budgets of turbulent momentum and heat fluxes (Eqs. (17) and (18) in Section 3.3), the cospectral budgets of momentum and heat fluxes in an idealized ASL can be simplified as follows (Panchev, 1971; Bos et al., 2004; Bos and Bertoglio, 2007; Canuto et al., 2008; Katul et al., 2013a):

\[ 0 = R_{uw}(k) + T_{uw}(k) + \nu_{e}(k) + \beta F_{\theta w}(k) - 2\nu k^{2} F_{uw}(k), \]  \hspace{1cm} (46)

\[ 0 = R_{ww}(k) + T_{ww}(k) + \nu_{e}(k) + \beta F_{\theta w}(k) - (\nu + D_{m}) k^{2} F_{\theta w}(k), \]  \hspace{1cm} (47)

The terms on the right hand-side of the equations represent (in order): production (\( P \)), flux-transfer (\( T \)), pressure-decorrelation (\( \pi \)), buoyancy (\( \beta F_{\theta w} \)), and molecular dissipation. \( F_{\theta w}(k) \) is the co-spectra of \( \theta' \) and \( \dot{\theta}' \) and \( F_{\theta w}(k) \) is the spectrum of potential temperature. Similar to the arguments presented in Section 3.3, the molecular destruction terms are assumed to be small. This is equivalent to assuming that eddies whose sizes are on the order of the Kolmogorov microscale \( \eta \) (on the order of 1 mm) do not contribute significantly to momentum and heat fluxes, at least when compared to other mechanisms. The \( F_{\theta w}(k) \) term is also assumed to be small compared to \( R_{uw}(k) \) as demonstrated by DNS results (Katul et al., 2014; Shah and Bou-Zeid, 2014b) and scaling arguments (Stull, 1988). Note that in Section 3.3, the third-order flux-transfer terms are also neglected. However, it is important to point out that here the ‘flux-transfer’ term in the spectral space is different from the ‘flux-transfer’ term in the physical space and in the context of Reynolds-averaged equation. While the flux-transfer terms may be negligible in the idealized ASL, the flux-transfer terms can be significant at any given \( k \).

Hence, the simplified cospectral budgets of momentum and heat fluxes are given by:

\[ P_{uw}(k) + T_{uw}(k) + \nu_{e}(k) = 0, \]  \hspace{1cm} (48)

\[ R_{uw}(k) + T_{uw}(k) + \nu_{e}(k) + \beta F_{\theta w}(k) = 0 \]  \hspace{1cm} (49)

The production terms can be obtained from direct Fourier transforming \( -\overline{w'u'}S \) and \( -\overline{w'w'}I' \):

\[ P_{uw}(k) = -F_{uw}(k)S, \]  \hspace{1cm} (50)

\[ P_{ww}(k) = -F_{ww}(k)I', \]  \hspace{1cm} (51)

where \( F_{uw}(k) \) is the vertical velocity spectrum.

The flux-transfer terms act to move fluxes away from the peak of the co-spectra and hence they can be parameterized using a spectral gradient-diffusion model as (Bos et al., 2004; Bos and Bertoglio, 2007):

\[ T_{uw}(k) = -A_{ijw} \frac{\partial}{\partial k} (\frac{1}{3} k^{2} F_{uw}(k)), \]  \hspace{1cm} (52)

\[ T_{ww}(k) = -A_{ijw} \frac{\partial}{\partial k} (\frac{1}{3} k^{2} F_{ww}(k)), \]  \hspace{1cm} (53)

where \( A_{ijw} \) and \( A_{ijw} \) are model constants associated with the flux-transfer terms and \( \alpha \) is again the mean dissipation rate of TKE.

To model the pressure de-correlation terms, a Rotta-type parameterization is invoked in the spectral domain, which corresponds to the one widely used in the previously discussed second-order closure schemes (Mellor and Yamada, 1974; Yamada, 1975). Specifically, the following closure formulations are employed (Lauder et al., 1975; Pope, 2000):

\[ \nu_{e}(k) = -A_{ijw} \frac{F_{uw}(k)}{\tau_{e}(k)} - C_{ijw} R_{uw}(k), \]  \hspace{1cm} (54)

\[ \nu_{e}(k) = -A_{ijw} \frac{F_{ww}(k)}{\tau_{e}(k)} - C_{ijw} R_{ww}(k), \]  \hspace{1cm} (55)

where \( A_{ijw} \) and \( A_{ijw} \) (= 1.8) are the Rotta constants (Pope, 2000), \( C_{ijw} \) and \( C_{ijw} \) (= 3/5) are constants associated with isotropization of production terms (called isotropization constants hereafter), which can be determined using the Rapid Distortion Theory in homogeneous turbulence (Pope, 2000). The \( \tau_{e}(k) \) and \( \tau_{e}(k) \) are wavenumber-dependent relaxation time scales for momentum and heat fluxes, respectively. A widely used formulation for \( \tau_{e}(k) \) and \( \tau_{e}(k) \) are given by (Corrin, 1961; Bos et al., 2004; Bos and Bertoglio, 2007; Cava and Katul, 2012; Katul et al., 2014):

\[ \tau_{e}(k) = \tau_{e}(k) = \frac{1}{\alpha} k^{-1} (k^{2} + \gamma), \]  \hspace{1cm} (56)

With these parameterizations, Eqs. (48) and (49) reduce to:

\[ \frac{\partial F_{uw}(k)}{\partial k} + \frac{A_{ijw}}{A_{ijw}} \frac{5}{3} k^{-5} F_{uw}(k) = -\frac{(1 - C_{ijw})}{A_{ijw}} S F_{uw}(k) k^{-1/3}, \]  \hspace{1cm} (57)

\[ \frac{\partial F_{ww}(k)}{\partial k} + \frac{A_{ijw}}{A_{ijw}} \frac{5}{3} k^{-5} F_{ww}(k) = -\frac{(1 - C_{ijw})}{A_{ijw}} S F_{ww}(k) k^{-1/3} \]  \hspace{1cm} + \frac{\beta}{A_{ijw}} \frac{5}{3} k^{-5/3}, \]  \hspace{1cm} (58)

The above equations for \( F_{uw}(k) \) and \( F_{ww}(k) \) can be solved once \( F_{uw}(k) \) and \( F_{ww}(k) \) are known or specified. The precise spectral shapes of \( F_{uw}(k) \) and \( F_{ww}(k) \) used by the CSB model will be discussed later. However, for illustration purposes, it is convenient to begin with a single power-law formulation with \( F_{uw}(k) = C_{uw} k^{-\alpha} \) and \( F_{ww}(k) = C_{ww} k^{-\gamma} \), where \( \alpha \) and \( \gamma \) are spectral scaling exponents and \( C_{uw} \) and \( C_{ww} \) are normalization factors. With these expressions for \( F_{uw}(k) \) and \( F_{ww}(k) \), Eqs. (57) and (58) reduce to two uncoupled, first-order ordinary differential equations given as:
\[ \frac{dF_{\text{uw}}(k)}{dk} + D_1 k^{-1} F_{\text{uw}}(k) = D_2 C_{\text{uw}} k^{-\alpha_1}, \]
\[ \frac{dF_{\text{uw}}(k)}{dk} + D_1 k^{-1} F_{\text{uw}}(k) = D_2 C_{\text{uw}} k^{-\alpha_2} + D_3 C_{\text{uw}} k^{-\alpha_3}, \]
where \( C_{\text{uw}} \) and \( C_{\text{uw}} \) can be determined from Kolmogorov's theory (Kolmogorov, 1941): \( C_{\text{uw}} = C_{\alpha} \alpha^{2/3} \) and \( C_{\text{uw}} = C_{\beta} \beta^{2/3} \). The values of \( C_{\text{uw}} \) and \( C_{\text{uw}} \) are then determined from continuity constraints (e.g., \( C_{\text{uw}} \delta k_{\delta} \) and \( C_{\text{uw}} \delta k_{\delta} \) are required to evaluate \( F_{\text{uw}}(k) \)) and \( F_{\text{uw}}(k) \) are simply assumed to be zero, which yields a \(-7/3\) scaling in the inertial subrange of \( F_{\text{uw}}(k) \) and \( F_{\text{uw}}(k) \). This is supported by experimental studies that reported \(-7/3\) power law scalings in the inertial subrange of momentum and heat flux co-spectra (Kaimal and Finnigan, 1994; Saddoughi and Veeravalli, 1994), and is also consistent with previous dimensional analysis (Lumley, 1964). However, anomalous scaling for \( F_{\text{uw}}(k) \) and \( F_{\text{uw}}(k) \) have been reported in the ASL (Li and Katul, 2017) and in the canopy sublayer (Cava and Katul, 2012). Deviations of \( E_k \) from zero will be later examined in Section 8.

\[ F_{\text{uw}}(k) = \begin{cases} 
C_{\text{uw}} k^{-\alpha_1}, & k < k_{\delta}, \\
C_{\text{uw}} k^{-\alpha_2}, & k_{\delta} < k < k_{\delta w}, \\
C_{\text{uw}} k^{-\alpha_3}, & k > k_{\delta w}, 
\end{cases} \]

where \( \alpha_1 = 0, \gamma_1 = 0, \alpha_2 = 0, \gamma_2 = 1, \) and \( \alpha_3 = \gamma_3 = 5/3 \). The values of \( \alpha_{\text{uw}} \) and \( \gamma_{\text{uw}} \) can be determined from Kolmogorov's theory (Kolmogorov, 1941): \( \alpha_{\text{uw}} = \alpha^{2/3} \) and \( \gamma_{\text{uw}} = \beta^{2/3} \). The values of \( C_{\text{uw}} \) and \( C_{\text{uw}} \) are then determined from continuity constraints (e.g., \( C_{\text{uw}} \delta k_{\delta} \) and \( C_{\text{uw}} \delta k_{\delta} \) are required to evaluate \( F_{\text{uw}}(k) \)). It should be pointed out that the idealized forms for \( F_{\text{uw}}(k) \) and \( F_{\text{uw}}(k) \) used here are slightly different from those in previous studies (Katul et al., 2013a, 2013b, Li et al., 2015a, 2015b).

### 7.3. The integration constants \( E_1 \) and \( E_2 \)

Besides the spectral shapes of \( F_{\text{uw}}(k) \) and \( F_{\text{uw}}(k) \), the integration constants (i.e., \( E_1 \) and \( E_2 \)) are also required to evaluate \( F_{\text{uw}}(k) \) and \( F_{\text{uw}}(k) \). They are simply assumed to be zero, which yields a \(-7/3\) scaling in the inertial subrange of \( F_{\text{uw}}(k) \) and \( F_{\text{uw}}(k) \). This is supported by experimental studies that reported \(-7/3\) power law scalings in the inertial subrange of momentum and heat flux co-spectra (Kaimal and Finnigan, 1994; Saddoughi and Veeravalli, 1994), and is also consistent with previous dimensional analysis (Lumley, 1964). However, anomalous scaling for \( F_{\text{uw}}(k) \) and \( F_{\text{uw}}(k) \) have been reported in the ASL (Li and Katul, 2017) and in the canopy sublayer (Cava and Katul, 2012). Deviations of \( E_k \) from zero will be later examined in Section 8.

### 7.4. Results

Using the idealized spectral shapes of \( F_{\text{uw}}(k) \) and \( F_{\text{uw}}(k) \) and the assumption of \( E_1 = E_2 = 0 \), Eqs. (44) and (45) can now be evaluated.

\[ \bar{w} = \int_0^\infty F_{\text{uw}}(k) \, dk = f_1 D_2 C_{\alpha} e^{2/3}, \]
\[ \bar{w}^2 = \int_0^\infty F_{\text{uw}}(k) \, dk = g_1 D_2 C_{\beta} e^{2/3} \]

where

\[ Q = 1 - \frac{\omega_1}{\omega_2} \]

\[ \omega_1 = \frac{1}{(1 - C_{\alpha}) C_{\beta}} \]

\[ \omega_2 = \frac{1}{(1 - C_{\beta}) C_{\alpha}}. \]
\[
\begin{align*}
\dot{f}_1 &= \frac{1}{(-\alpha_2 - 2/3 + D_1)(-\alpha_2 + 1/3)} \frac{k^{2/3}}{\alpha_2^{1/3}} k^{1/3} + \frac{1}{(-\alpha_2 - 2/3 + D_1)(-\alpha_2 - 1/3)} \frac{k^{2/3}}{\alpha_2^{1/3}} k^{1/3} + \\
& \quad \frac{1}{(-\alpha_2 - 2/3 + D_1)(-\alpha_2 + 1/3)} (-k^{2/3} + \frac{1}{\alpha_2^{1/3}} k^{1/3}).
\end{align*}
\]

(69)

\[
\begin{align*}
\dot{g}_1 &= \frac{1}{(-\alpha_2 - 2/3 + D_1)(-\alpha_2 + 1/3)} \frac{k^{2/3}}{\alpha_2^{1/3}} k^{1/3} + \\
& \quad \frac{1}{(-\alpha_2 - 2/3 + D_1)(-\alpha_2 - 1/3)} (-k^{2/3} + \frac{1}{\alpha_2^{1/3}} k^{1/3}).
\end{align*}
\]

(70)

\[
\begin{align*}
\dot{g}_2 &= \frac{1}{(-\alpha_2 - 2/3 + D_1)(-\alpha_2 + 1/3)} \frac{k^{2/3}}{\alpha_2^{1/3}} k^{1/3} + \\
& \quad \frac{1}{(-\alpha_2 - 2/3 + D_1)(-\alpha_2 - 1/3)} (-k^{2/3} + \frac{1}{\alpha_2^{1/3}} k^{1/3}).
\end{align*}
\]

(71)

To obtain the above expressions, local balances between production and dissipation terms in the TKE and potential temperature variance budgets have been assumed (Katul et al., 2014). In addition, the above integration implicitly assumes that the vertical gradients of mean velocity and temperature are independent of wavenumber. That is, the mean velocity and temperature gradients are essentially viewed as being ‘imposed’ by the mean flow on turbulence (similar to the EFB model).

From Eqs. (65) and (66), one can obtain

\[
P \equiv \frac{P_{T_{\text{null}}}}{Q_{\text{null}}} = \left(1 - \frac{\alpha_1}{\phi_{\text{null}} - \zeta}\right)^{-1},
\]

(72)

where \( P_{T_{\text{null}}} \) is the turbulent Prandtl number when \( \zeta = 0 \) (i.e., under neutral conditions)

\[
P_{T_{\text{null}}} = \frac{A_{\alpha_{\text{null}}}}{A_{\Omega_{\text{null}}}} \frac{1 - C_{I\theta}}{1 - C_{I\theta}} \frac{f_1}{\alpha_2},
\]

and \( \phi \) represents the stability effects on the turbulent Prandtl number. To ensure a down-gradient sensible heat flux, \( Q \) needs to be larger than \( 0 \).

In addition to the stability parameter \( \zeta \), the flux Richardson number \( R_f \) and gradient Richardson number \( R_g \) are also widely used to indicate the thermal stratification or the stability effect as mentioned before. The \( P_r \) can be formulated as a function of the flux Richardson number \( R_f \) as follows:

\[
P_{T_{\text{null}}} = \left(1 - \frac{\omega_0}{\phi_{\text{null}} - \zeta}\right)^{-1},
\]

(74)

Given that the \( P_r = R_f/R_p \), \( P_{T_{\text{null}}} \) can be also expressed as a function of \( R_g \) as follows:

\[
P \equiv \frac{P_{T_{\text{null}}}}{Q_{\text{null}}} = \left(1 - \frac{\omega_2}{2R_g} \right)^{-1},
\]

(75)

where \( \omega_2 = \omega_1 + 1 \).

7.5. Discussions

7.5.1. The \( P_{T_{\text{null}}} - \) stability relations

Before presenting the \( P_{T_{\text{null}}} - \) stability relations from the CSB model and comparing them to observational data and other models, it is important to examine the analytical expressions (Eqs. (72), (74), and (75)), which illustrate the controlling parameters of the \( P_{T_{\text{null}}} - \) stability relations. Assuming that the stability correction function \( \phi_{\text{null}} \) is given by the Businger form (Businger et al., 1971), the dependence of \( P_{T_{\text{null}}} \) on \( \zeta \) is then only controlled by \( \omega_1 \) (see Eq. (68)), namely, by the ratio of the Kolmogorov-Obukhov-Corrin to the Kolmogorov phenomenological constants \((C_\alpha/C_\theta)\), a constant associated with isotropization of the production term in the cospectral budget of heat \((C_\alpha)\), and the ratio of \( g_2/g_1 \) encoding the spectral shapes of vertical velocity and potential temperature. The Kolmogorov and the Kolmogorov-Obukhov-Corrin phenomenological constants have been investigated extensively in the literature and are believed to be near universal (Sreenivasan, 1995, 1996; Yeung and Zhou, 1997). The isotropization constant for homogeneous turbulence can be determined from Rapid Distortion Theory as 3/5 (Pope, 2000). Therefore, when the spectral shapes of vertical velocity and air temperature are identical so that \( g_2/g_1 = 1 \) (i.e., when the ‘-1’ scaling does not exist), the \( P_{T_{\text{null}}} - \) relation and also the \( P_{T_{\text{null}}} - \) relations is only controlled by two universal phenomenological constants (namely, \( C_\alpha/C_\theta \) and \( C_\alpha \)). This remarkable result suggests that the universality in the \( P_{T_{\text{null}}} - \) stability relations in the idealized ASL, which are often described by MOST, is inherited from the universal Kolmogorov scaling in the inertial subrange, thereby proving that there are strong linkages between macroscopic flow features in the logarithmic region of wall-bounded turbulent boundary layers and eddy structures in the inertial subrange (Gioia et al., 2010; Katul et al., 2013a, 2013b, 2014; Li et al., 2012b; Žúñiga-Zamalloa et al., 2014; Katul and Manes, 2014).

7.5.2. Comparison with other models

The \( P_{T_{\text{null}}} - \) relation under unstable condition predicted by the CSB model (when \( g_2/g_1 = 1 \)) is shown in Fig. 3, which is broadly consistent with previous studies considering the uncertainties of experimental data. However, it should be pointed out that such a relation is significantly modulated by the existence of ‘-1’ scaling in the temperature spectra (McColl et al., 2017) and other spectral features not considered here (Kader and Yaglom, 1991), as discussed in Li et al. (2015b).

The prediction of the \( P_{T_{\text{null}}} - \) relation under unstable conditions (when \( g_2/g_1 = 1 \)) is shown in Fig. 6(b). It can be seen that the CSB model predicts an increase in \( P_{T_{\text{null}}} \) as \( R_g \) increases, which is in good agreement with the EFB model result. However, despite the agreement on the \( P_{T_{\text{null}}} - \) relation, Eqs. (42) and (74) reveal fundamental differences between the EFB and CSB models. First, the maximum flux Richardson number value is determined a priori from observations in the EBF model but is inferred from two phenomenological constants, namely, the ratio of \( C_\alpha/C_\theta \) and \( C_\alpha \) in the CSB model. Specifically, the \( R_{\text{fin}} \) can be inferred from Eq. (74) in the CSB model with the condition \( P_{T_{\text{null}}} > 0 \):

\[
R_{\text{f}} < R_{\text{fin}} = \frac{1}{1 + \frac{1}{C_\alpha/C_\theta}},
\]

(76)

It is interesting to observe that the CBS model yields a \( R_{\text{fin}} \) value that is consistent with the value used in the EBF model and other studies reviewed elsewhere (Katul et al., 2014). This suggests that the maximum flux Richardson number should be interpreted as a threshold above which the idealized shapes of the vertical velocity and temperature spectra, especially the Kolmogorov inertial subrange scaling, break down (Grachev et al., 2013; Li et al., 2015a), instead of a threshold indicating the laminarization of turbulent flows.

Second, combining Eqs. (74) and (76), the turbulent Prandtl number in the CSB model can be re-written as

\[
P_{T_{\text{null}}} = \frac{\alpha_1}{2R_g} \left(1 - \frac{R_f}{1 - R_{\text{fin}}} \right)^{-1},
\]

(77)

Comparing Eqs. (77) to (42) reveals that the vertical anisotropy \( (A_{\alpha}) \) is the main difference between the CSB and EBF models in terms of modeling \( P_{T_{\text{null}}} \). The CSB model is mathematically equivalent to the EBF model only if \( A_{\alpha}/A_{\alpha} = 1 \). Note that the factor \( A_{\alpha}/A_{\alpha} \) is close to unity at strong stratification but deviates from unity at weak stratification.
Despite this difference, however, both models agree in their turbulent Prandtl number predictions across a wide range of stability. This is because the multiplier $R_f/(1-R_f)$ is small at weak stratification. Even though $A^* = A_0$ deviates from unity at weak stratification, it does not induce significant changes in the predicted turbulent Prandtl number.

8. The subgrid-scale Prandtl number for LES

The discussions so far have been focused on the $Pr_f$ for RANS modeling. As mentioned in the introduction, LES has become a widely-used numerical technique for studying the ABL flow and turbulence in general. The essence of LES is to resolve the large scales and to parameterize the effects of small scales using so-called subgrid-scale (SGS) models (Pope, 2000). The very high Reynolds number of the ABL implies a wide scale-separation between the large scales and the smallest scale (i.e., the Kolmogorov microscale) and hence provides a good testbed for LES. The separation between the large scales and the subgrid scales is achieved through some filtering operation, which is denoted by the tilde (\(\sim\)) in order to be separated from the overbar (\(\bar{\cdot}\)) indicating Reynolds averaging.

Employing the same local flux-gradient relation as in RANS closure schemes (Eqs. (3) and (4)), the SGS turbulent momentum ($\tau_{ij}$) and heat ($h_i$) fluxes are modeled as

$$\tau_{ij} = -2\nu^2 \Delta i-j \delta_{ij}$$

and

$$h_i = -Pr_{SGS} \nu \alpha_i \delta_{ij}$$

respectively, where $i$ and $j$ indicate directions (e.g., $u_i$ is the velocity in the i direction) and repeated indices imply summation, $\Delta$ is the filter scale, $\delta_{ij} = (2\delta_i S_j)^{1/2}$, $S_i = 0.5(\partial \bar{u}_i/\partial x_j + \partial \bar{u}_j/\partial x_i)$, $\bar{\delta} = \bar{\delta} / \delta_n$, $c_i$ is the Smagorinsky coefficient, and $Pr_{SGS}$ is the SGS Prandtl number (the equivalent of $Pr_f$).

8.1. Early derivations and empirical models

Early derivations of the SGS Prandtl number were built on the determination of the Smagorinsky coefficient for isotropic turbulence (Lilly, 1967) and can be found in many studies (Schumann et al., 1980; Moeng and Wyngaard, 1986; Mason, 1989). By assuming that the inertial subranges spectra of TKE $(F_{TKE} = C_{TKE} k^{-2} 2^{-5/3})$ and temperature variance $(F_{\theta \theta} = C_{\theta \theta} \epsilon^{-1} 2^{-5/3})$ apply to the wavenumber range of 0 to $k_{as} = (\pi/\Delta)$, one arrives:

$$S^2 = 2 \int_0^{k_{as}} k^2 F_{TKE}(k) dk = \frac{3}{2} C_{TKE} \epsilon^{2/3} k_{as}^{3/3}$$

and

$$B^2 = \int_0^{k_{as}} k^2 F_{\theta \theta}(k) dk = \frac{3}{2} C_{\theta \theta} \epsilon^{1/3} N_{T} k_{as}^{4/3}$$

where $\bar{\delta} = \left( \bar{\delta}^2 \right)^{1/2}$. It is pointed out here that the original work of Kolmogorov assumed that $\epsilon$ is the dissipation rate of the ensemble mean TKE, but here $\epsilon$ (and $N_T$) is the dissipation rate for the SGS TKE (and temperature variance). Assuming that the SGS TKE and temperature variance budgets are also in equilibrium and neglecting the effect of thermal stratification, one can show that $\epsilon / N_T = Pr_{SGS} S^2 / B^2$ (Schumann et al., 1980; Moeng and Wyngaard, 1988; Mason, 1989). As such,

$$Pr_{SGS} = \frac{C_{\theta \theta}}{C_{TKE}} \approx 0.47$$

It is clear that the above derivation results in a $Pr_{SGS}$ that is independent of stability and the filter scale ($\Delta$) or the cut-off wavenumber ($k_{as}$). The value of $Pr_{SGS}$ = 0.47 seems to be also lower than its RANS counterpart under neutral conditions (which is about 0.7 ~ 0.9), suggesting a stronger (maybe excessive) mixing for heat (de Roode et al., 2017). A few studies considered the effect of thermal stratification on $Pr_{SGS}$ but often in an ad-hoc way. Deardorff (1973, 1980) used a $Pr_{SGS}$ that gradually increases from 1/3 under unstable and neutral conditions to 1 under very stable conditions based on heuristic arguments. Recently, Gibbs and Fedorovich (2016) chose to allow the transition of $Pr_{SGS}$ from 1/3 to 1 to occur in the unstable regime instead of the stable regime as in Deardorff (1973, 1980). Others used empirical functions to account for the stability effect on $Pr_{SGS}$ (Brown et al., 1994; Mason and Brown, 1999). Schumann (1991) solved the SGS momentum and heat flux budgets algebraically in the physical space (similar to the MY model for RANS modeling), which yielded a $Pr_{SGS}$ that increases with the stable stratification. None of these studies, however, considered the variation of $Pr_{SGS}$ with the filter scale ($\Delta$), which may occur near the surface where the filter scale falls outside of the inertial subrange.

8.2. Observations and dynamic model results

Laboratory and field experimental data are critical for addressing the issue of stability- and scale-dependence of $Pr_{SGS}$. Laboratory investigations in the wake of a heated cylinder obtained a value of about 0.3 for $Pr_{SGS}$ under neutral conditions (Kang and Meneveau, 2002). In the ASL, direct determination of $Pr_{SGS}$ benefited from a series of Horizontal Arrays Turbulence Study (HATS)-type experiments (Horst et al., 2004; Bou-Zeid et al., 2010; Patton et al., 2011). Using data collected by 12 sonic anemometers in two parallel horizontal arrays, Porté-Agel et al. (2001a) found that the $Pr_{SGS}$ is strongly stability-dependent and decreases with increasing stability. With the same dataset, Porté-Agel et al. (2001b) further found that $Pr_{SGS}$ is scale-dependent and increases with decreasing $z/\Delta$ especially at small $z/\Delta$. Kleissl et al. (2003) analyzed the HATS experimental data and found large variability associated with $Pr_{SGS}$, which seems to depend weakly on stability and increase with decreasing distance from the ground. Bou-Zeid et al. (2010) combined experimental data collected from the Snow Horizontal Array Turbulence Study (SnoHATS) field campaign (February–April 2006) over the ÖPlaine-Morte glacier in the Swiss Alps and the Lake-Atmosphere Turbulent Exchange (LATEX) field campaign (August–October 2006) over Lake Geneva (Bou-Zeid et al., 2005; Verecueren et al., 2008) and provided a complete picture of the behavior of $Pr_{SGS}$ across a wide range of stabilities. It was found that $Pr_{SGS}$ decreases as the atmosphere becomes more unstable and increases as the atmosphere become stable with an neutral value of about 0.4 (see Fig. 8).

With the development of dynamic subgrid-scale turbulence models (Germano et al., 1991; Meneveau et al., 1996; Porté-Agel et al., 2000; Bou-Zeid et al., 2005), the $Pr_{SGS}$ can be dynamically computed based on the resolved velocity and temperature fields without invoking any prescribed value or parameterization (Porté-Agel, 2004; Basu and Porté-Agel, 2006; Stoll and Porté-Agel, 2006, 2008). Porté-Agel (2004) proposed a scale-dependent dynamic model for scalar transport and found that the scale-dependence of $Pr_{SGS}$ becomes stronger near the ground, which is consistent with field experimental data (Porté-Agel et al., 2001b). Stoll and Porté-Agel (2006) applied scale-dependent dynamic models to neutral homogeneous and heterogeneous ABLs, while Stoll and Porté-Agel (2008) and Stoll and Porté-Agel (2009) applied them to stable homogeneous and heterogeneous ABLs, respectively. In particular, Stoll and Porté-Agel (2008) presented the averaged values and the probability density functions of $Pr_{SGS}$ (without being lumped with $c_i$). It is found that the horizontally- and time-averaged $Pr_{SGS}$ is fairly constant throughout the stable ABL (about 0.6) except near the surface where the $Pr_{SGS}$ seems to increase as $z$ decreases. At the boundary layer top, $Pr_{SGS}$ increases as the $k_z$ increases to values larger than unity. The $Pr_{SGS}$ from dynamic models is found to depend strongly on the averaging scheme and also vary with the grid resolution (see also Basu and Porté-Agel (2006b)). While these dynamic models can be used to avoid parameterizations of $Pr_{SGS}$ (and to study the behavior of $Pr_{SGS}$), they are nonetheless computationally expensive. In many cases these dynamic models are only used to compute the Smagorinsky coefficient.
while the $Pr_{SGS}$ remains to be parameterized (Kleissl et al., 2006). As such, a simple parameterization for $Pr_{SGS}$ is still desirable even when dynamic models are available.

8.3. The cospectral budget (CSB) model

Li (2016) extended the CSB model presented in Section 7 to studying $Pr_{SGS}$, particularly its dependence on stability and the filter scale. Instead of integrating the cospectra of momentum and heat fluxes from $k = 0$ to $k = \infty$ as in Section 7, one only needs to integrate the cospectra from the cut-off wavenumber ($k = k_0$) to $k = \infty$ to obtain the subgrid-scale momentum and heat fluxes. Further assuming that the inertial subrange scaling applies for $k > k_0$, which requires that the Ozmidov scale is larger than $\Delta$ under stable conditions (Bou-Zeid et al., 2010; Katul et al., 2014; Li et al., 2016b), the SGS momentum and heat fluxes can be evaluated:

$$
\eta_1 = \int_{k_0}^{\infty} F_{uw}(k) dk = \frac{D_1}{(D_1 - 7/3)(4/3)} C_\eta e^{2/3}k_\Delta^{-4/3} + \frac{E_1}{D_1 - 1} k_\Delta^{-\alpha_1 + 1},
$$

$$
\eta_2 = \int_{k_0}^{\infty} F_{uw}(k) dk = \frac{D_2}{(D_1 - 7/3)(4/3)} C_\eta e^{2/3}k_\Delta^{-4/3}Q + \frac{E_2}{D_1 - 1} k_\Delta^{-\alpha_2 + 1},
$$

where $D_1$, $D_2$, $D_3$, $D_4$, $Q$ are identical to those presented in Section 7 for the Reynolds-averaged momentum and heat fluxes but with the gradients of the resolved flow variables replacing the gradients of the mean flow variables; $E_1$ and $E_2$ are again integration constants.

Interestingly, when $E_1 = E_2 = 0$, which yields a ‘-7/3’ scaling for $F_{uw}$ and $F_{uw}$ in the inertial subrange, the $Pr_{SGS}$ from the CSB model has the same stability-dependence as the $Pr_T$ for RANS modeling, namely,

$$
Pr_{SGS} = Pr_{SGS, neu} Q^{-1}
$$

where $Q$ is also identical to that presented in Section 7. Under such conditions, the filter scale appears to have no influence on the subgrid-scale $Pr_T$.

When the inertial subrange of $F_{uw}$ is ‘contaminated’ by some anomalous scaling (Bos et al., 2004, 2005; Bos and Bertoglio, 2007), implying that $E_2 \neq 0$, one obtains

$$
Pr_{SGS} = Pr_{SGS, neu} (Q + A_k)^{-1},
$$

where

$$
A_k = \frac{4}{3} \left( \frac{A_T}{A_T + 2/3} \right) \frac{\nu}{A_T} \frac{\Delta}{D_4 C_{sw}/T} e^{\alpha_4 T / \Delta}
$$

It is clear that the $Pr_{SGS}$ is now also dependent on the filter scale $\Delta$ through the flux-transfer process, which gives rise to $E_2$. For convenience, the impact of $E_2$ on $Pr_{SGS}$ is assumed to be proportional to the buoyancy term, (i.e., $E_2 = A_k D_3 C_T$). Substituting the expression for $E_2$ results in

$$
Pr_{SGS} = Pr_{SGS, neu} \left( 1 - (1 + B_2) \frac{1}{1 - C_\eta} \frac{\nu}{D_4 C_{sw}/T} \frac{\alpha_4 T}{\Delta} \right)^{-1}, \tag{88}
$$

where $B_2 = \frac{4}{3} \left( \frac{A_T}{A_T + 2/3} \right) \frac{\nu}{A_T} \frac{\Delta}{D_4 C_{sw}/T}$. When $B_2 = 0$, Eq. (88) recovers Eq. (85).

Fig. 8 shows the modeled $Pr_{SGS}/Pr_{SGS, neu}$ using Eq. (88) with prescribed values of $B_2$. It is clear that the model captures the general trend of SGS Prandtl number reported in recent field experiments (Bou-Zeid et al., 2008, 2010). The model with $B_2 = 0$ captures the trend under stable conditions while $B_2 = -0.5$ better captures the trend under unstable conditions, suggesting that the flux-transfer term, which gives rise to $B_2$, is more significant under unstable conditions.

Fig. 9 compares the variation of $Pr_{SGS}$ with respect to the filter scale ($\Delta$) under three unstable regimes to field experimental data taken from Vercauteren et al. (2008). As can be seen, the SGS Prandtl number increases as $z/\Delta$ decreases (especially at very low $z/\Delta$ values), which is also consistent with other experimental studies (Porté-Agel et al., 2001b) and dynamic model results (Basu and Porté-Agel, 2006; Stoll and Porté-Agel, 2008).

These results suggest that the CSB model can be extended to the subgrid-scale and captures the observed dynamics of $Pr_{SGS}$ reasonably well. The $Pr_{SGS}$ from the CSB model is stability- and scale-dependent. The stability-dependence of $Pr_{SGS}$ is quite similar to that of $Pr_T$ in RANS modeling and the scale-dependence is stronger as the ratio of $z/\Delta$ becomes smaller.

9. Concluding remarks and future research priorities

This paper reviews recent advances in our understanding of the turbulent Prandtl number in the ABL, especially in the logarithmic region of the ABL (i.e., the ASL or inertial sublayer) where numerous experimental studies have been conducted. Unlike in engineering flows where the fluid- and Reynolds (or turbulent Peclet) number-dependences of $Pr_T$ are of particular importance, the stability-dependence of $Pr_T$ is the principal concern for atmospheric flows.

For unstable ABLs, researchers discovered the active role of temperature as early as 1940s (Ertel, 1942; Priestley and Swinbank, 1947), which was later confirmed by field experiments including the famous Kansas experiment. Recent work has focused on linking the behavior of $Pr_T$ in unstable ABLs to changes in the turbulence phenomenology. Observations and phenomenological models suggest that the ‘scale-resonance’ between turbulent eddies and the temperature field enhances
turbulent transport of heat compared to turbulent transport of momentum, which is responsible for the reduction of $Pr$ with increasing instability.

Under stable conditions, using field experimental data to study the stability-dependence of $Pr$ (i.e., $Pr_\text{r} - \zeta$ and $Pr_\text{r} - R_g$ relations) suffers from the issue of ‘self-correlation’. Nonetheless, our understanding of $Pr_\text{r}$ has greatly benefited from new developments of second-order turbulence closure schemes (e.g., the EFB model) as well as spectral schemes (e.g., the QNSE model). These schemes recover the asymptotic behaviors of $Pr$, and provides a way to unravel the stability- and scale-dependences of the subgrid-scale Prandtl number and coincidentally the inertial subrange in the Richardson-Bénard convection) has not been well established (Kader and Yaglom, 1976). Although $Pr_\text{r}$ is not well defined under convective conditions, the asymptotic behavior of $Pr$ as the ABL approaches free-convective limit remains important to be understood. The Businger-Dyer relations suggest that $Pr_\text{r}$ approaches zero under convective conditions (Fig. 3), implying a zero momentum flux. However, recent studies pointed out the failure of Businger-Dyer relations in capturing the well-known ‘-1/3’ power law scaling (Priestley and Swinbank, 1947; Kaimal et al., 1976) under convective conditions (Wilson, 2001), which arises from the insignificant role of friction velocity in the dimensional analysis when the ABL becomes convective (Wyngaard, 2010). Interestingly, new formulations for $\phi_\text{r}$ and $\phi_\text{s}$ that follow the ‘-1/3’ power law as $\zeta \rightarrow \infty$ yield a non-zero $Pr_\text{r}$ under convective conditions (Wilson, 2001), which seems to be also the case for the phenomenological model and the CSB model shown in Fig. 3. These conflicting results suggest that the asymptotic behavior of $Pr$, as the ABL becomes convective needs to be further investigated.

9.1. The asymptotic behavior of $Pr_\text{r}$ as the ABL becomes convective

Despite the unanimous agreement among field experiments on the decrease of $Pr$ as instability increases, the asymptotic behavior of $Pr_\text{r}$ as the ABL approaches convective conditions (i.e., similar to Rayleigh-Bénard convection) has not been well established (Kader and Yaglom, 1976). Although $Pr_\text{r}$ is not well defined under convective conditions, the asymptotic behavior of $Pr$ as the ABL approaches the free-convective limit remains important to be understood. The Businger-Dyer relations suggest that $Pr_\text{r}$ approaches zero under convective conditions (Fig. 3), implying a zero momentum flux. However, recent studies pointed out the failure of Businger-Dyer relations in capturing the well-known ‘-1/3’ power law scaling (Priestley and Swinbank, 1947; Kaimal et al., 1976) under convective conditions (Wilson, 2001), which arises from the insignificant role of friction velocity in the dimensional analysis when the ABL becomes convective (Wyngaard, 2010). Interestingly, new formulations for $\phi_\text{r}$ and $\phi_\text{s}$ that follow the ‘-1/3’ power law as $\zeta \rightarrow \infty$ yield a non-zero $Pr_\text{r}$ under convective conditions (Wilson, 2001), which seems to be also the case for the phenomenological model and the CSB model shown in Fig. 3. These conflicting results suggest that the asymptotic behavior of $Pr$, as the ABL becomes convective needs to be further investigated.

9.2. Turbulent momentum and heat transfer in strongly stable ABLs

Quantifying the behavior of $Pr_\text{r}$ in strongly stable ABLs also remains a challenge given the previously mentioned issue of ‘self-correlation’ (Grachev et al., 2007) and the complexities of strongly stable ABLs (Mahr, 2014). Nearly all theoretical models for $Pr_\text{r}$ discussed in this paper explicitly or implicitly invoke the assumption of local equilibrium in the TKE and temperature variance budgets, that is, the shear production and the buoyant production/destruction balance the dissipation. The evidence in the literature thus far seems to be in support of such approximations for unstable conditions when data are conditioned for stationarity and planar homogeneity in the absence of subsidence (Hsieh and Katul, 1997; Charuchittipan and Wilson, 2009; Salesky et al., 2013) but the picture is far less clear for stable conditions (Salesky et al., 2013), especially for very stable conditions (Li et al., 2016b).

As a result of our poor understanding of turbulent transport in
strongly stable ABLs, there are many ad-hoc treatments in stable boundary layer parameterizations in weather and climate models. For example, most numerical models tend to increase the eddy viscosity and diffusivity under strongly stable conditions in order to avoid ‘run-away cooling’ (Holtslag et al., 2013; Sandu et al., 2013). In addition, certain schemes still have a critical gradient Richardson number (like the MY model) and when the gradient Richardson number exceeds this critical value, the model switches to some other parameterizations (see e.g., Lindvall et al. (2017)). Model results are unfortunately quite sensitive to these treatments (Derbyshire, 1999; Fernando and Weil, 2010; Holtslag et al., 2013). This calls for more investigations of momentum and heat transfer in strongly stable ABLs, which has important implications for improving weather forecasts and climate predictions.

9.3. The dissimilarity between heat and mass transfer

As mentioned in the introduction, nearly all atmospheric models assume that other scalars, such as water vapor, CO₂, methane, and ozone, are transported similarly as heat. This assumption can break down as temperature is an active scalar that alters the air flow through creating buoyancy, while the other scalars have very small or negligible effects on the air flow (note here radiative and microphysical processes are not considered). The dissimilarity between turbulent transport of heat and moisture from the perspective of flux-gradient relation has been studied (Warhaft, 1976; Brot, 1979; Lee et al., 2004; Katul et al., 2016). Scalar dissimilarity is also investigated in terms of flux-variance relation (Katul and Hsieh, 1999; Williams et al., 2007; De Bruin et al., 1999; Asanuma et al., 2007; Katul et al., 2008; Moene and Schüttemeyer, 2008). However, no operational formulations have been proposed to account for scalar dissimilarity. In addition, how chemical reactions induce dissimilarity between transport of heat and reactive scalars and the scale-dependence of such dissimilarity (i.e., chemical reactions often occur at very small scales while turbulent diffusivity is a quantity describing the transport capacity of turbulent motions at all scales) remain to be investigated.

9.4. The vertical profile of Prₙ

While the Prₙ in the ASL has been widely studied, its vertical variation throughout the ABL is less known. Based on laboratory data, Rotta (1964) proposed the expression Prₙ = 0.9 − 0.4(z/δ)², where δ is the boundary layer height (Reynolds, 1975). However, using wind-tunnel measurements, Koeltzsch (2000) found that the turbulent Schmidt number increases with increasing height when z/δ < 0.3 and decreases with increasing height when z/δ > 0.3 in a neutrally stratified turbulent boundary layer. Kastner-Klein and Fedorovich (2002) found no direct evidence of height-dependence of the turbulent Schmidt number in a wind-tunnel model of neutral ABL. These inconsistent results even in controlled lab experiments under neutrally stratified conditions clearly demonstrate the need to investigate the vertical profile of Prₙ.

As a result of this lack of understanding, current stable ABL parameterizations often assume that the same Prₙ = Rₑ relation applies everywhere in the atmosphere (Tastula et al., 2015a) or some ad-hoc vertical variations in the Prₙ = Rₑ relation (Sandu et al., 2013). These assumptions have no theoretical justification and have not been evaluated experimentally. It is pointed out that the profile of Prₙ is only meaningful under neutral or stable conditions. Under unstable (especially convective) conditions, the applicability of flux-gradient relations breaks down in the mixed layer where non-local transport is important (Holtslag and Moeng, 1991; Wyngaard and Weil, 1991; Holtslag and Boville, 1993; Zilitinkevich et al., 1999; van Dop and Verwer, 2001).

9.5. The importance of Prₙ in weather and climate models

Studies examining the role of Prₙ in weather and climate models were surprisingly sparse. Earlier generations of atmospheric models often assume that Prₙ equals to its neutral value under all stable conditions motivated by the Businger-Dyer relations. Lee et al. (2006) found that allowing Prₙ to increase with stability, as Fig. 6 suggests, alleviates the problem of overestimation of heat diffusion and reduces surface temperature biases. Tastula et al. (2015a) demonstrated that the choice of Prₙₙₑₙ in the ASL parameterization affects the vertical profiles of temperature and humidity throughout the entire boundary layer. Interestingly, they found that the choice of Prₙₙₑₙ is sometimes even more important than the functional form that determines the stability dependence of Prₙ. A global study showed that reducing the value of Prₙₙₑₙ from unity to 0.88 and moistens low-latitude boundary layers and reduces some long-standing biases in the stratocumulus regions, the Southern Ocean and the equatorial cold tongue (Pithan et al., 2015). On the other hand, a study using single-column model found insignificant changes in the vertical profiles of mean potential temperature and heat flux when the Prₙ is reduced from 1 to 0.85 (Huang et al., 2013). These findings suggest that our understanding of how Prₙ affects the flow and temperature (and other scalar) fields, what feedbacks Prₙ generates, and under what conditions such feedbacks are important remains limited. More studies are needed to systematically investigate the sensitivity of simulation results to the parameterization of Prₙ in weather and climate models.
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