Sensitivity of a global climate model to the critical Richardson number in the boundary layer parameterization
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Abstract The critical bulk Richardson number (\(Ricr\)) is an important parameter in planetary boundary layer (PBL) parameterization schemes used in many climate models. This paper examines the sensitivity of a global climate model, the Beijing Climate Center atmospheric general circulation model, to \(Ricr\). The results show that the simulated global average of PBL height increases nearly linearly with \(Ricr\) with a change of about 114 m for a change of 0.5 in \(Ricr\). The surface sensible (latent) heat flux decreases (increases) as \(Ricr\) increases. The influence of \(Ricr\) on surface air temperature and specific humidity is not significant. The increasing \(Ricr\) may affect the location of the Westerly Belt in the Southern Hemisphere. Further diagnosis reveals that changes in \(Ricr\) affect stratiform and convective precipitations differently. Increasing \(Ricr\) leads to an increase in the stratiform precipitation but a decrease in the convective precipitation. Significant changes of convective precipitation occur over the Intertropical Convergence Zone, while changes of stratiform precipitation mostly appear over arid land such as North Africa and Middle East.

1. Introduction

The planetary boundary layer (PBL) is the part of the atmosphere where interactions between the atmosphere and the Earth’s surface occur [Stull, 1988; Liu et al., 2013]. Atmospheric flow in the PBL is characterized by strong turbulence that enhances transport and mixing of momentum, heat, moisture, and other quantities; hence, it is important to resolve or parameterize turbulence in atmospheric models. In most weather and climate models whose horizontal resolutions range from a few kilometers to a few hundreds of kilometers, turbulence cannot be resolved but is parameterized through so-called “PBL schemes.” These PBL schemes can be broadly classified into two categories: local and nonlocal. A commonly used local scheme is the “K-theory” approach [Louis, 1979], in which turbulent fluxes (e.g., of momentum, heat, water vapor, and other passive scalars) are linked to the local mean gradients (e.g., of wind, potential temperature, specific humidity, and other variables) through an “eddy viscosity” or an “eddy diffusivity.” The local scheme often fails when nonlocal transport is important (e.g., under strongly unstable or convective conditions) [Stull, 1988]. As such, nonlocal schemes have been developed to consider the nonlocal transport [Troen and Mahrt, 1986; Louis, 1979]. Holtslag and Boville [1993] compared local and nonlocal schemes in a global climate model (GCM), the National Center for Atmospheric Research Community Climate Model Version 2, and showed that the nonlocal scheme performed better under dry convective conditions.

The PBL height is an important parameter in most nonlocal schemes and is usually inferred from the bulk Richardson number [Troen and Mahrt, 1986; Holtslag and Boville, 1993], which is defined as the Richardson number for a layer from the surface to any height \(z\) above the surface. A key parameter to infer the PBL height from the bulk Richardson number is the critical bulk Richardson number \(Ricr\), which is the bulk Richardson number for the whole PBL [Holtslag and Boville, 1993; Shin and Ha, 2007; Basu et al., 2014]. In the literature, many values have been used for this critical bulk Richardson number. For example, \(Ricr = 0.5\) is typically used in GCMs with relatively coarse vertical resolutions [Holtslag and Boville, 1993; Shin and Ha, 2007]. A value of 0.3 is used in models with higher vertical resolutions, for instance, in the Community
Atmospheric Model version 3 (CAM3) [Kiehl et al., 1998] and the Beijing Climate Center atmospheric general circulation model (BCC_AGCM) [Wu et al., 2010]. $Ri_c = 0.25$ is used in the Yonsei University planetary boundary layer scheme in the Weather Research and Forecasting model [Noh et al., 2003]. Recent experimental studies also found that the critical bulk Richardson number has a strong dependence on the stability of the PBL [Richardson et al., 2013; Basu et al., 2014; Zhang et al., 2014]. Here we note that other definitions of Richardson numbers are also often used in numerical models as well as observational/theoretical studies. For example, in the University of Washington moist turbulence scheme in CAM5 [Bretherton and Park, 2009; Park and Bretherton, 2009], which is a turbulent kinetic energy closure scheme, uses the moist gradient Richardson number to diagnose the vertical extent and stability characteristics of all turbulent layers in a model grid column. Flux Richardson number is often used in observational and theoretical studies [Yamada, 1975; Grachev et al., 2013; Katul et al., 2014]. It is particularly pointed out that the "critical bulk Richardson number" used in our study is different from the "critical gradient Richardson number" often associated with the Miles-Howard theory on the stability of laminar boundary layers whose value is about 0.25 [Miles, 1961].

The main objective of present work is to investigate the sensitivity of a GCM to the $Ri_c$ value in order to improve our PBL parameterizations in GCMs. To achieve this objective, this paper is organized as follows: a brief description of the BCC_AGCM model and the numerical experiments are described in section 2. The main results and discussions are presented in section 3 followed by a summary in section 4.

## 2. Model Description and Experiment Design

BCC_AGCM2.0.1 originates from the CAM3 but has been significantly modified as compared to CAM3. For example, the dynamic formulation in BCC_AGCM2.0.1 is different from the Eulerian spectral formulation in CAM3. BCC_AGCM2.0.1 uses a reference atmospheric temperature and a reference surface pressure, which induces changes in the governing equations and their solver [Wu et al., 2008]. The revised Zhang and McFarlane’s convection scheme [Zhang and Mu, 2005, hereafter RZM] is incorporated to replace the original scheme of Zhang and McFarlane [1995, hereafter ZM] in CAM3. The RZM scheme assumes that quasi equilibrium exists between convection and the large-scale environment in the free troposphere above the PBL. The cloud base mass flux is determined by the large-scale destabilization of the free troposphere due to changes in the free tropospheric temperature and moisture caused by large-scale changes in the greenhouse gases.

\[ \text{Simulated planetary boundary layer height in experiment CTL:} \]
(a) annual mean, (b) DJF mean, and (c) JJA mean.

**Figure 1.** Simulated planetary boundary layer height in experiment CTL.
processes. The RZM scheme includes a relative humidity threshold ($R_{Tm}$) as a convection trigger to suppress spurious convection when the PBL is dry. In addition, the bottom of an unstable lifted layer is allowed to occur above the PBL in the RZM scheme, while this level is limited to be below the top of the PBL in the RZM scheme. Wu et al. [2010] evaluated the model performance against the ERA-40 reanalysis and other observational data and found that BCC_AGCM2.0.1 well reproduces the present-day climate in terms of energy budgets, precipitation, sea level pressure, air temperature, geopotential height, atmospheric circulation, and their seasonal variations. Compared to the original CAM3, the new dynamical core and updated physical parameterizations in BCC_AGCM2.0.1 lead to an overall improvement in the simulation [Wu et al., 2010].

Figure 2. Same as Figure 1 but for sensible heat flux.
In BCC_AGCM2.0.1, the free atmospheric turbulent diffusivities are typically taken as functions of length scales and local vertical gradients of wind and scalar variables, as in CAM3, and a nonlocal scheme is employed to parameterize turbulent flux in the PBL. In essence, the vertical flux of a constituent \( C \) (e.g., potential temperature, water vapor, or other passive scalars), \( \bar{w}' \bar{C}' \), is described by

\[
\bar{w}' \bar{C}' = \frac{\kappa}{C_0} K_c \frac{\partial \bar{C}}{\partial z} / \gamma_c / C_{18} / C_{19} ;
\]

(1)

where \( w \) is the vertical velocity and \( K_c \) is the eddy diffusivity of the constituent \( C \); \( \gamma_c \) denotes the nonlocal transport term of \( C \). The overbar denotes the Reynolds averaging, and the prime denotes turbulent fluctuations from the Reynolds average. The eddy diffusivity \( K_c \) is calculated through

\[
K_c = \kappa w_t z^2 / C_0^4 / C_1 / C_2 / C_{16} / C_{17}^2 ;
\]

(2)

where \( \kappa \) is the von Karman constant, \( w_t \) is a velocity scale as explained later, \( z \) is the height above the ground, and \( h \) is the PBL height. The nonlocal term is given by

\[
\gamma_c = a w_s \bar{w}' \bar{C}' / w_m / h ;
\]

(3)

where \( a \) is a constant, \( w_s \bar{C}' \) is the surface flux, \( w_m \) is another turbulent velocity scale that is different from \( w_t \), and \( w_c \) is the convective velocity scale (\( w_c = \left( \frac{g}{C_{16} C_{17}} \right)^{1/3} \)), where \( g \) is the gravitational constant, \( \theta \) is the

Figure 3. Same as Figure 1 but for latent heat flux.
potential temperature, and \( \theta_v \) is the virtual potential temperature. Details on \( w_t \) and \( w_m \) can be found in 
\[ \text{Troen and Mahrt [1986].} \]
Briefly, under unstable conditions, \( w_t \) and \( w_m \) are proportional to the convective velocity scale \( w^* \). Under neutral and stable conditions, \( w_t \) and \( w_m \) are proportional to the surface friction velocity \( u_* = \left( \bar{u} \bar{w}^2 + \bar{v} \bar{w}^2 \right)^{1/4} \).

The PBL height \( h \), used in equations (2) and (3), is given by 
\[ \text{Vogelezang and Holtslag [1996]:} \]
\[ h = z_s + \frac{Ri_c \left( (u(h) - u_{SL})^2 + (v(h) - v_{SL})^2 + Bu^2 \right)}{(g/\theta_v SL)(\theta_v(h) - \theta_v SL)} \],
(4)
where \( z_s \) is the height of the atmospheric surface layer. The quantities \( u_{SL}, v_{SL}, \) and \( \theta_v SL \) represent the horizontal wind components and virtual potential temperature at \( z_s \), respectively. The quantities \( u(h), v(h), \) and \( \theta_v(h) \) are the horizontal wind components and the virtual potential temperature at \( h \), respectively. In practice, these quantities over the low model levels are used to iteratively determine \( h \). The parameter \( B \) has been experimentally determined to be 100 [Vogelezang and Holtslag, 1996]. In a simplified form, equation (4) can be written as
\[ h = z_s + aRi_c, \]
(5)
where \( a \) is determined by surface friction velocity, wind speed, and potential temperatures at \( h \). It is clear from the equations (1) to (5) that a change in \( Ri_c \) will affect the PBL height \( h \) (equation (5)), which further leads to changes in the turbulent diffusivity (equation (2)) and turbulent fluxes (equation (1)).
To examine the impact of $Ricr$ on model output, a suit of 50 year simulations with five values of $Ricr$ (0.19, 0.25, 0.30, 0.35, and 0.50) are carried out, denoted as L0, L1, (control) CTL, H0, and H1, respectively. These values are chosen to span the range of $Ricr$ values commonly used in climate models, as reviewed in the Introduction. All simulations started from 1 September 1950 with the atmospheric conditions, soil moistures, and snow cover/depth initialized from a previous model simulation and the sea surface temperature (SST) data taken from the Halley Center SST observational data. The model was run with horizontal resolution of T42 (approximately 2.8° latitude × 2.8° longitude grid), and 26 vertical levels with a rigid lid at 2.914 hPa, and an

Figure 5. Annual mean differences of planetary boundary layer height between different experiments: (a) L0-CTL, (b) L1-CTL, (c) H0-CTL, and (d) H1-CTL (the dot-shadowed areas are where the statistical significance is less than 0.05 with the Student’s t test).
output frequency of 6 h. The first 20 years were treated as the spin-up period, and the analyses only focused on the last 30 years (i.e., 1971 to 2000).

3. Results and Discussions

3.1. Sensitivities of Simulated PBL Height and Surface Fluxes to $R_{cr}$

The global distributions of annual mean, DJF (December, January, and February) mean, and JJA (June, July, and August) mean PBL height simulated in the CTL experiment (i.e., $R_{cr}=0.3$) are shown in Figure 1. The PBL height is averaged over the entire diurnal circle. As can be seen, the PBL height is more variable over land than over ocean. Deeper boundary layers occur in North Africa, the west part of North America, and west Australia. This is because the land cover types in these areas are desert or mountains with larger surface heating rate. The boundary layer is also deeper in regions with strong winds, such as the Southern Hemisphere storm track and the trade wind region. PBL depths are lower at higher latitudes, resulting from a colder surface and thus stronger static stability.

The annual mean global average of PBL height is 485 m, ranging from 194 m to 1113 m (Table 1), and both the maximum and minimum of annual mean PBL height occur over land. Over ocean, the maximum and minimum PBL heights are 896 m and 208 m, respectively, with an annual mean of 499 m (as compared to 468 m over land). In DJF, deeper PBLs appear over ocean, especially over the Gulf Stream and Kuroshio in the Northern Hemisphere because there are large temperature differences between the cold air and the warm sea surface. In the Southern Hemisphere, deeper PBLs occur over west Australia and the southern part of South America. In JJA, the PBL heights appear to be higher over land where there are larger surface heating rates. The average PBL heights over west North America, the north-middle part of South America, North Africa, the south Europe, and the middle Asia are all above 1000 m.

Figures 2 and 3 show the annual mean, DJF mean, and JJA mean sensible heat flux and latent heat flux, respectively. There is a good correspondence between the patterns of PBL height and sensible heat flux, with correlation coefficients of 0.64, 0.63, and 0.71 for annual mean, DJF mean, and JJA mean, respectively. This is expected because they are coupled in the model via equations (1) to (4). A higher sensible heat flux leads to stronger instability and stronger turbulent mixing and hence higher PBL height. This is particularly the case over land. The correlation coefficient between annual mean PBL height and sensible heat flux over land is 0.71. In comparison, the PBL height is less correlated with latent heat flux, with an annual mean correlation coefficient of 0.57. It is interesting to note that the PBL height exhibits better correlations with the surface virtual temperature flux (Figure 4), with correlation coefficients of 0.74, 0.79, and 0.72 for annual mean, DJF mean, and JJA mean. The correlation coefficients between annual mean PBL height and surface virtual temperature flux over land and over ocean are same (≈0.78).

| Table 2. The Simulated Annual Mean Difference and Relative Change of Planetary Boundary Layer Height (PBLH), Sensible Heat Flux (SHFLX), Latent Heat Flux (LHFLX), and Total Precipitation |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                 | Difference       |                  |                  | Relative Change (%) |                  |                  |                  |
|                 | Global | Land | Ocean | Global | Land | Ocean |                  |                  |                  |
| PBLH (m)        | L0: $R_{cr} = 0.19$ | −25.7 | −26.4 | −25.0 | −2.31 | −2.41 | −2.80 |
|                 | L1: $R_{cr} = 0.25$ | −11.7 | −11.8 | −11.5 | −1.15 | −1.06 | −1.28 |
|                 | H0: $R_{cr} = 0.35$ | 11.0 | 12.1 | 10.1 | 0.99 | 1.09 | 0.91 |
|                 | H1: $R_{cr} = 0.50$ | 44.8 | 48.6 | 41.4 | 4.02 | 4.37 | 4.62 |
| SHFLX (W m⁻²)   | L0: $R_{cr} = 0.19$ | 0.44 | 0.28 | 0.59 | 2.11 | 1.32 | 2.82 |
|                 | L1: $R_{cr} = 0.25$ | 0.20 | 0.10 | 0.28 | 0.94 | 0.49 | 1.35 |
|                 | H0: $R_{cr} = 0.35$ | −0.19 | −0.17 | −0.21 | −0.92 | −0.83 | −1.01 |
|                 | H1: $R_{cr} = 0.50$ | −0.84 | −0.67 | −0.99 | −3.99 | −3.20 | −4.70 |
| LHFLX (W m⁻²)   | L0: $R_{cr} = 0.19$ | −0.24 | −0.14 | −0.34 | −0.37 | −0.21 | −0.52 |
|                 | L1: $R_{cr} = 0.25$ | −0.07 | 0.00 | −0.13 | −0.11 | 0.00 | −0.20 |
|                 | H0: $R_{cr} = 0.35$ | 0.12 | 0.17 | 0.08 | 0.19 | 0.25 | 0.12 |
|                 | H1: $R_{cr} = 0.50$ | 0.46 | 0.38 | 0.53 | 0.70 | 0.58 | 0.80 |
| Total precipitation (mm yr⁻¹) | L0: $R_{cr} = 0.19$ | −4.20 | −3.80 | −4.56 | −0.63 | −0.57 | −0.68 |
|                 | L1: $R_{cr} = 0.25$ | −1.38 | 0.61 | −3.18 | −0.21 | 0.09 | −0.48 |
|                 | H0: $R_{cr} = 0.35$ | 2.39 | 3.92 | 1.01 | 0.36 | 0.59 | 0.15 |
|                 | H1: $R_{cr} = 0.50$ | 6.70 | 7.76 | 5.74 | 1.00 | 1.16 | 0.86 |
Figure 5 shows the differences in the annual mean PBL height between the sensitivity experiments and the CTL experiment (results of L0, L1, H0, and H1 experiments minus CTL experiment results). The Student’s t test is used to calculate the significance of PBL height change at each model grid cell, and the shadow areas are where the significance level is less than 0.05. It is clear that changes in the simulated PBL height are not spatially homogeneous. In the L1 and H0 experiments, changes in most model grids did not pass the significance test, while in the H1 experiment, significant changes appear over land in the Northern Hemisphere, including North America, Europe, East Asia, and the Tibetan Plateau. Changes over the Southern Hemisphere mainly occur over the ocean around 45–60°S. The averaged PBL height in this area decreases by 38.0 m in the L0 experiment and increases by 64.2 m in the H1 experiment.

The global-averaged differences in the PBL height between the L0, L1, H0, and H1 experiments and the CTL experiment are 25.7 m, 11.7 m, 11.0 m, and 44.8 m, respectively (Table 2). The differences over land are slightly larger than those over the ocean. The differences between the L0, L1, H0, and H1 experiments and

---

**Figure 6.** Simulated (a) mean planetary boundary layer height, (b) maximum planetary boundary layer height, (c) mean sensible heat flux, (d) mean latent heat flux, (e) total precipitation, (f) stratiform precipitation, (g) convective precipitation, (h) mean total cloud fraction, and (i) mean low cloud fraction in different cases as a function of $Ri_C$. 

---
The CTL experiment are $26.4\,m$, $11.8\,m$, $12.1\,m$, and $48.6\,m$ over land, respectively, and are $25.0\,m$, $11.5\,m$, $10.1\,m$, and $41.4\,m$ over ocean, respectively (see Table 2). Figure 6a further indicates that the PBL height increases as the $Ri_{cr}$ increases and the relationship is nearly linear. The globally averaged annual mean PBL height increases by about 114 m per a change of 0.5 in $Ri_{cr}$, with a slightly higher rate of change over land (121 m) than over ocean (106 m).

The maximum PBL height also increases nearly linearly as $Ri_{cr}$ increases, as can be seen from Figure 6b. The global maximum PBL height, which occurs over land in all experiments, increases by 240 m when $Ri_{cr}$ increases by 0.5, and the maximum of PBL height over ocean increases by 181 m for an $Ri_{cr}$ increase of 0.5. The minimum PBL height does not change with $Ri_{cr}$ in all the experiments because it is set as the height of the lowest model level to maintain numerical stability and to prevent complete collapse of mixing under strongly stable conditions. The relative changes of global mean in different experiments are also calculated. The relative changes of PBL height between L0, L1, H0, and H1 experiments and the CTL experiment are $2.31\%$, $1.15\%$, $0.99\%$, and $4.02\%$. The relative changes over ocean are slightly larger than these over land area because of the lower marine PBL heights (Table 2).

The linear relationship between $Ri_{cr}$ and the mean/maximum PBL height can be explained by the vertical distribution of the bulk Richardson number. Figure 7 shows the vertical profiles of the bulk Richardson number at 00:00 UTC and 12:00 UTC over the west Sahara desert on a clear-sky day in July 2000 (the local standard time is nearly same to the UTC time at this location). At 00:00 UTC, when a stable PBL occurs, the bulk Richardson number increases nearly linearly throughout the whole PBL. As a result, an increase in the value of $Ri_{cr}$ leads to an increase in the PBL height nearly linearly under stable conditions. At 12:00 UTC, the bulk Richardson number is nearly zero in the PBL because the potential temperature gradient becomes very weak under the influence of convection. Just above the PBL, the bulk Richardson number usually increases rapidly across a very shallow layer because of a sharp increase in potential temperature. However, in our simulations, the vertical resolution of a GCM model is too coarse (26 vertical levels in total and only 5 to 6 levels under 2 km) to capture such a rapid change, and the PBL height is usually determined by a linear interpolation between two model levels, one with a bulk Richardson number smaller than $Ri_{cr}$ and the other with a bulk Richardson number larger than $Ri_{cr}$ (which occurs in the free atmosphere). Given that the bulk Richardson number increases nearly linearly in the free atmosphere under unstable conditions, the PBL height diagnosed through this interpolation also increases nearly linearly as the value of $Ri_{cr}$ increases. Consequently, the PBL height increases nearly linearly with $Ri_{cr}$ under both stable and unstable conditions.

Figure 6c shows that the globally averaged annual mean sensible heat flux decreases with increasing $Ri_{cr}$. The globally averaged differences between L0, L1, H0, and H1 experiments and CTL experiment are 0.44, 0.20, $-0.19$, and $-0.84\,W\,m^{-2}$, respectively (Table 2). As such, the global sensible heat flux decreases by about $2.06\,W\,m^{-2}$ when $Ri_{cr}$ increases by 0.5; the rate of change is smaller over land ($-1.53\,W\,m^{-2}$) but larger over ocean ($-2.535\,W\,m^{-2}$). The globally averaged relative changes of sensible heat flux are $2.11\%$, $0.94\%$, $-0.92\%$, and $-3.99\%$ in L0, L1, H0, and H1 experiments, respectively (Table 2). The simulated sensible heat flux responds more significantly to the changes in $Ri_{cr}$ over the high-middle-latitude ocean (30°-70°S) in the Southern Hemisphere than over other areas, as can be seen from Figure 8. The globally averaged annual mean differences in sensible heat flux over this area between L0, L1, H0, and H1 experiments and CTL experiment are $0.76, 0.19, 0$, $-0.33$, and $-1.32\,W\,m^{-2}$, respectively.
Unlike sensible heat flux, the globally averaged annual mean of latent heat flux increases with increasing $R_{i}$ (Figure 6d). When $R_{i}$ increases by 0.5, the annual mean latent heat flux over the globe, land, and ocean increases approximately by 1.10 W m$^{-2}$, 0.83 W m$^{-2}$, and 1.30 W m$^{-2}$, respectively. The globally averaged annual mean differences in latent heat flux between $L_0$, $L_1$, $H_0$, and $H_1$ experiments and CTL experiment are 0.24, 0.07, 0.12, and 0.46 W m$^{-2}$, respectively (Table 2). These differences are only half of those of sensible heat fluxes, and the relative changes of latent heat flux are also much less than those of sensible heat flux because of the much larger globally averaged annual mean of latent heat flux. However, although the global-averaged changes in latent heat flux are smaller than those in sensible heat flux, the
spatial distribution is more heterogeneous. As can be seen from Figure 9, changes in latent heat flux mostly occur over the subtropical ocean. However, changes over land are more statistically significant, especially over arid areas such as the North Africa, Australia, Mongolian, and north China. Again, the Student’s t test is used to calculate the significance of latent heat flux change at each model grid cell, and the shadow areas show where the significance level is less than 0.05. This is due to the significant changes in the stratiform precipitation as shall be discussed in section 3.3, which affects soil moisture and then latent heat flux in these areas.

Figure 9. Same as Figure 4 but for latent heat flux.
3.2. Sensitivities of Wind, Temperature, and Humidity Fields to $R_{icr}$

Changes in the global mean wind speed are small in all sensitivity experiments (less than 0.05 m s$^{-1}$ at all vertical levels), and relative changes are no larger than 0.5%. Significant changes occur over the Westerly Belt area in the Southern Hemisphere. The surface wind speed (at the level of 0.993 sigma in the model) increases over the high-latitude area (45°–65°S) but decreases over the middle-latitude area (25°–45°S) as $R_{icr}$ increases, as shown in Figure 10. It is also noted that this phenomenon appears at all model levels below the 0.266 sigma level. Figure 11 further shows changes of the west-east component in the sensitivity experiments, and it is clear that increasing $R_{icr}$ strengthens the west-east wind component over

---

**Figure 10.** Same as Figure 4 but for wind speed at 0.993 sigma level.
the area around 60°S and weakens the west-east wind component over the area around 30°S. This will be further discussed in section 3.4.

Changes in air temperature and specific humidity between the sensitivity experiments and the CTL experiment are insignificant at the significance level of 0.05 (not shown). The global-averaged changes in annual mean air temperature in all experiments are less than 0.2 K, and the relative changes are less than 0.5%. For specific humidity, the changes at all vertical levels are less than 0.001 g kg⁻¹, and the relative changes are less than 1.0%.

Figure 11. Same as Figure 4 but for the west-east wind component at 0.993 sigma level.
3.3. Sensitivities of Precipitation and Cloud to $R_{ic}$

Precipitation and cloud processes are known to be sensitive to PBL schemes [Holtslag and Boville, 1993; Shin and Ha, 2007; Yao and Cheng, 2012]. The simulated precipitation in the CTL experiment is first validated against the CMAP (Climate Prediction Center Merged Analysis of Precipitation) precipitation data as shown in Figure 12. It is evident that the model reproduces the global precipitation distribution fairly well, but the model underestimates the precipitation over the Intertropical Convergence Zone (ITCZ) and in Brazil and overestimates the precipitation over India and middle Africa. All numerical experiments underestimate the global mean precipitation with a bias close to $-80\,\text{mm yr}^{-1}$, and the model yields a better simulation over Brazil and India in the experiment H1, in which $R_{ic} = 0.50$. Our simulations show that global mean precipitation increases with increasing $R_{ic}$. Differences between the L0, L1, H0, and H1 experiments and the CTL experiment are $-4.20$, $-1.38$, $2.39$, and $6.70\,\text{mm yr}^{-1}$, respectively. The differences over ocean are larger than over land (see Table 2).

The fact that the total precipitation increases with increasing $R_{ic}$, as shown in Figure 6e, is consistent with changes in surface latent heat flux, suggesting more effective exchanges of moisture between the land surface and the atmosphere occurring in experiments with higher $R_{ic}$ values. In the model, the total precipitation is composed of stratiform precipitation and convective precipitation, which are treated differently. It is interesting to note that the effects of increasing $R_{ic}$ on convective and stratiform precipitations are distinct (cf., Figures 13 and 14). Globally averaged stratiform precipitation increases, but convective precipitation decreases with increasing $R_{ic}$ (as can be also seen from Figures 6f and 6g). The increasing rate of stratiform precipitation is stronger than the decreasing rate of convective precipitation, resulting in an increasing rate of total precipitation as $R_{ic}$ increases. Furthermore, strong and significant changes in convective precipitation occur over the ITCZ in the sensitivity experiments (Figure 13). The absolute differences can be larger than $100\,\text{mm yr}^{-1}$ due to changes in the precipitation pattern. The changes in convective precipitation over North America, East Europe, Siberia, Australia, and the Westerly Belt also pass the significance test but are relatively weaker since the absolute differences in these areas are less than $20\,\text{mm yr}^{-1}$. The spatial distribution of changes in stratiform precipitation is more homogeneous in the sensitivity experiments (see Figure 14), and the most significant changes occur over land, especially over North Africa, Arabian Peninsula, Indian, and East Asia. The areas passing the significance test agree well with those of latent heat flux (see Figure 9). As mentioned earlier, this

![Figure 12. Comparison of (a) the Climate Prediction Center Merged Analysis of Precipitation (CMAP) data and (b) simulated global precipitation.](image)
demonstrates that changes in stratiform precipitation in these relatively arid areas impact the soil moisture and then the exchange of water between the land surface and the atmosphere.

Changes in $R_{icr}$ also affect cloud fraction but only marginally and insignificantly. The globally averaged differences in cloud fraction between L0, L1, H0, and H1 experiments and CTL experiment are less than 1%, and the local maximum changes are only 4%. The global mean cloud fraction decreases with increasing $R_{icr}$, and changes over ocean are larger than over land. When $R_{icr}$ increases by 0.5, the cloud fractions over the globe, land, and ocean decrease approximately by 0.007, 0.005, and 0.011, respectively (Figure 6h). Changes in $R_{icr}$ affect the low cloud more than the high cloud (as expected): when $R_{icr}$

Figure 13. Same as Figure 4 but for the convective precipitation.
increases by 0.5, the low cloud fractions over the globe, land, and ocean decrease approximately by 0.009, 0.006, and 0.014, respectively (Figure 6i). The influence on the low cloud fraction is more significant over land, including North Africa, Middle East, South America, and Australia (Figure 15).

Figure 16 illustrates changes in the lifting condensation level (LCL) in different sensitivity experiments. As can be seen, most of the changes in the LCL occur over land, such as North Africa, America, Australia, and East Asia. Because LCL is determined by several meteorological variables such as air temperature and relative humidity, the response of the LCL to changing $Ricr$ is more complicated. For example, the differences in the center of South America are always positive, while the differences in North Africa are negative in the

Figure 14. Same as Figure 4 but for the stratiform precipitation.
L0 and H1 experiments. The areas where the changes in LCL passing the statistical test are not consistent with the areas where the changes in convective precipitation passing the statistical test, which demonstrates the complicated nature of the precipitation processes [e.g., Findell and Eltahir, 2003].

3.4. Impacts on Regional Climate Simulations in the H1 Experiment

Although globally averaged influences on the PBL height, surface fluxes, and other meteorological fields seem relatively small, the spatial distributions of these impacts are inhomogeneous and thus are more significant over some areas. This section focuses on the impacts of changing $R_{ct}$ in the Southern Hemisphere in the H1 experiments, because (i) the $R_{ct}$ value (=0.5) in the H1 experiment is widely used in previous GCM simulations and (ii) the Westerly Belt in the Southern Hemisphere is a region most sensitive to the changes in $R_{ct}$.

In the H1 experiment, the PBL height increases over the whole middle-high-latitude ocean area in the Southern Hemisphere (30°S–65°S) compared to the CTL experiment. The averaged increase over model grid cells that pass the significance test in this area is 82.5 m, with the maximum increase of 221.7 m occurring near the coastal line of Australia and the minimum of 34.7 m occurring over the South Atlantic Ocean near the Drake Passage. This is because the H1 experiment simulates an increase in air temperature in this area and the maximum increase of 0.6 K occurs at the 0.787 sigma level (not passing the significance test). This makes the local PBL more stable and inhibits changes in the PBL height. At the same time, the increasing near-surface air temperature also causes decreasing surface sensible heat flux. In this area, the averaged change in sensible heat flux over grid cells passing the significant test is $-2.21 \ W\ m^{-2}$, and the minimum is $-7.18\ W\ m^{-2}$, which also occurs at the Drake Passage. The simulated latent heat flux is not sensitive to the changes in $R_{ct}$ in most part of this area (30°S–65°S), but it should be noted that a decrease in latent sensible heat flux also appears near the Drake Passage with an average decrease of $-0.97\ W\ m^{-2}$. The H1 experiment also shows an increase of the west-east wind component around 60°S and a decrease around 30°S. The averaged increase around 60°S over the significant grid cells is 0.30 m s$^{-1}$ at the 0.993 sigma level, and the maximum increase is 0.34 m s$^{-1}$ at the 0.510 sigma level. The averaged decrease around 30°S
over the significant grid cells is \(-0.25\) m s\(^{-1}\) at the 0.993 sigma level, and the largest decrease is \(-0.46\) m s\(^{-1}\) at the 0.510 sigma level. This suggests that the Westerly Belt in the Southern Hemisphere may move south when a larger \(R_{cr}\) value is used. Changes in the west wind in the Northern Hemisphere are more complex because of the land-sea contrast.

The H1 experiment shows a slight increase of convective precipitation over the ocean surface around 60°S and a weak decrease of convective precipitation over the ocean surface around 45°S, but changes in stratiform precipitation, cloud fraction, and lifting condensation level are weak and insignificant.

4. Summary

The sensitivity of the BCC_AGCM climate model to the critical bulk Richardson number (\(R_{cr}\)) in the PBL parameterization has been investigated through a set of numerical experiments. Model output are intercompared for different values of \(R_{cr}\). The main results are summarized below.

1. The globally averaged PBL height increases almost linearly with increasing \(R_{cr}\). The global-averaged PBL height changes by about 114 m with a change of 0.5 in \(R_{cr}\).

2. The impacts of increasing \(R_{cr}\) on globally averaged temperature, specific humidity, and wind speed are weak, and changes in temperature and specific humidity in the sensitivity experiments did not pass the significant test. Over the ocean in the Southern hemisphere, the west-east wind component strengthened around 60°S and weakened around 30°S as the \(R_{cr}\) increases, suggesting that the Westerly Belt may move south when a larger \(R_{cr}\) value is used.

3. Both convective precipitation and stratiform precipitation change with \(R_{cr}\), but the changes are different for convective precipitation and stratiform precipitation. Globally averaged stratiform precipitation increases with increasing \(R_{cr}\) whereas increasing \(R_{cr}\) mainly redistributes the convective precipitation. Strong and significant changes in convective precipitation occur over the ITCZ, while changes in

---

Figure 16. Same as Figure 4 but for lifting condensation level.
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