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Abstract

An important facet of reinforcement learning (RL) has to do with how the agent goes about exploring the environment. Traditional exploration strategies typically focus on efficiency and ignore safety. However, for practical applications, ensuring safety of the agent during exploration is crucial since performing an unsafe action or reaching an unsafe state could result in irreversible damage to the agent. The main challenge of safe exploration is that characterizing the unsafe states and actions is difficult for large continuous state or action spaces and unknown environments. In this paper, we propose a novel approach to incorporate estimations of safety to guide exploration and policy search in deep reinforcement learning. By using a cost function to capture trajectory-based safety, our key idea is to formulate the state-action value function of this safety cost as a candidate Lyapunov function and extend control-theoretic results to approximate its derivative using online Gaussian Process (GP) estimation. We show how to use these statistical models to guide the agent in unknown environments to obtain high-performance control policies with provable stability certificates.

1 Introduction

Deep reinforcement learning (RL) algorithms (Sutton & Barto 2018) have achieved impressive results in game environments such as those on the Atari platform (Mnih et al.). However, they are rarely applied to real-world, physical systems. The main reason is that, besides the goal of optimizing for performance, there often exist safety requirements that make RL challenging in actual applications. In particular, these safety requirements might be imposed in deployment (Amodei et al., 2016; García & Fernández, 2015) or during exploration and training (Leike et al., 2017; Berkenkamp et al., 2017; Chow et al., 2018). For example, an intermediate, learned policy exercised by a robot during training should not break the system or harm the environment. The importance of safety is well recognized by the community and safe reinforcement learning has recently emerged as an important subfield within RL (for an extensive survey, see García & Fernández (2015)). In general, the goal of safe RL is to maximize system performance while minimizing safety violations (or meeting safety constraints) during the learning and/or deployment processes.

In this paper, we consider a notion of safety that is defined over executions of the agent (i.e., trajectories). It has been observed that, in many safety-critical applications such as robot exploration (Moldovan & Abbeel, 2012), portfolio planning (Tamar et al., 2012) and resource allocation (Tesauro et al., 2006), it is often more natural to define safety over the whole trajectory, as opposed to over particular states or state-action pairs. We associate a real-valued safety cost with each state-action pair. A policy is thus deemed safe if its cumulative safety costs (different from the reward return) for the length of the trajectory is below a certain threshold. In general, this threshold might not be known a priori. Thus, our goal is to keep the cumulative safety cost as low as possible. Compared with approaches that guarantee safety over state-action pairs by relying on human oversight and intervention (Saunders et al., 2018) or blocking the unsafe actions using the so-called shields (Alshiekh et al., 2018), trajectory-based safety is more suitable for evaluating the safety of a given policy when the environment model is unknown. Besides, characterizing unsafe states and unsafe actions can be intractable or infeasible for the high-dimensional and continuous cases.
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Figure 1: The safety-guided RL framework: the parameterized policy generates $(s_t, a_t, s_{t+1}, r_t, c_t)$ which includes current state, current action, next state, reward and safety cost along the trajectory; these values are used to fit models $Q^\pi(s, a)$ and $G^\pi(s, a)$ which estimate the expected reward and safety cost respectively; the GP estimation is updated in every iteration given the new tuples and measurements from $G^\pi(s, a)$; the parameterized policy is then optimized based on the objective function $J(\theta)$ which combines the reward return and safety estimations.

et al. (2017) proposed a method called constrained policy optimization (CPO) that considers similar trajectory-based constraints and solves the problem in the setting of Constrained Markov Decision Processes. Although this method has good scalability and obtains safe policy during training, it is non-trivial to generalize the same framework beyond policy-gradient-based methods and improve sample efficiency in on-policy settings.

In trajectory-based safety, in order to minimize the cumulative safety costs, it is important for the agent to be able to recover from states with high safety cost. This ability to recover is known as asymptotic stability in control theory (Bhatia & Szegö, 2002), which provides a powerful paradigm to translate global properties of the system to local ones and vice versa. While the main challenge of Lyapunov-based methods (Berkenkamp et al., 2016; Bhatia & Szegö, 2002) is to design an appropriate Lyapunov function candidate, our idea is to formulate the state-action value function for safety costs as the candidate Lyapunov function and model its derivative with a Gaussian Process which provides statistical guarantees. By combining with the original value function, our approach steers the policy search in a direction that both decreases the future cumulative safety costs and increases the expected total reward. Fig. 1 shows the overall framework.

In short, we propose a model-free RL algorithm that can provide high-probability trajectory-based safety guarantees for unknown environments with continuous state spaces. The main contributions of our paper are four-fold.

- We propose a novel Lyapunov-based approach to guide the exploration process of deep RL.
- We propose to use Gaussian Processes to model the evolution of stability as policies get updated during training to cope with unknown environments and large continuous state/action spaces under off-policy settings.
- We show that adjusting the GP estimation online is needed to effectively and safely guide policy search.
- We demonstrate the effectiveness of the approach in significantly reducing the number of catastrophes (e.g. falling) during training and exploration in a high-dimensional locomotion task with continuous states and actions. In addition, we show that our approach can attain higher performance in fewer iterations and shorter amount of time compared to the Deep Deterministic Policy Gradient method.

2 RELATED WORK

Safety is an important issue in RL and safe RL has emerged as an active research topic in recent years (Pecka & Svoboda, 2014; García & Fernández, 2015). Below, we discuss metrics of safety, representative approaches in model-based and model-free RL, and recent works on safe RL.

Safety Metrics. The concept of safety, or dually, risk has taken various forms in the RL literature. In Sato et al. (2001), the authors show that variability induced by the trained policy can lead to risky
or undesirable situations. This characterization unfortunately does not generalize to settings where a policy with a small variance produces significant risks. In general, the safety metric should be easily generalizable to any safety-critical domain and independent of the nature of the task. Torrey & Taylor (2012) propose a level metric based on the distance between the known and the unknown space. However, this metric relies on constant monitoring by humans to provide the necessary guidance. In Gehring & Precup (2013), the authors measure safety as state controllability based on the notion of temporal difference. The weighted sum of an entropy measurement and the expected return is used to evaluate safety in Law et al. (2005). While these metrics seem suitable for finite MDPs, for MDPs with large state and action spaces, these measurements are computationally intractable. This paper considers trajectory-based safety with respect to the executed policy and uses function approximators to estimate safety instead of relying on human monitoring or assuming that the MDP model is given.

Model-based and Model-free RL. In the model-based setting, research has focused on estimating the true model of the environment by interacting with it. Model-based methods typically cannot cope with continuous or large state/action spaces and have trouble scaling due to the curse of dimensionality (Abbeel & Ng, 2005). In continuous state/action spaces, model-free policy search algorithms have been shown to be successful. These approaches update the policies without knowing the system model by repeatedly executing the same task (Lillicrap et al., 2015). Achiam et al. (2017) introduce safety guarantees in terms of constraint satisfaction that holds in expectation. However, safety has only been considered by disallowing large steps along the gradient into areas of the parameter space that have not been explored before. Existing works use Gaussian Process models (Rasmussen, 2004) along with Bayesian optimization (Mockus, 2012) to approximate the value function (Chowdhary et al., 2014). On the down side, these methods are limited to simple and low-dimensional systems.

Safe RL. There are primarily two types of approaches to the safe RL problem: approaches that modify the optimization criterion with a safety component, and approaches that modify the exploration process through the incorporation of external knowledge (Garcia & Fernandez, 2015). In RL, maximizing the long-term reward does not necessarily avoid the rare occurrences of large negative outcomes. In risk-sensitive RL, the optimization criterion is transformed into an exponential utility function (Howard & Matheson, 1972), or a linear combination of return and risk, where risk can be defined as the variance of the return (Sato et al., 2001). Geibel & Wysotzki (2005) define risk as the probability of driving the agent to a set of known but undesirable states. The optimization objective is then transformed to include minimizing the probability of visiting those states.

Other works instead change the exploration process directly. Most exploration methods are based on heuristics and have a random exploratory component, which can result in the exploration being risk-blind. Both Moldovan & Abbeel (2012) and Berkenkamp et al. (2017) introduce algorithms to safely explore state-action space so that the agent never gets stuck. However, these two methods require an accurate probabilistic or approximated statistical model of the system. The common shortcoming of these methods is that they are limited to small and simple systems where exact control synthesis is possible. Eysenbach et al. (2017) propose to learn both forward and reset policies simultaneously with two action-value functions using Deep RL. Although the reset policy can move the agent back to the initial state after early aborts, there are no performance guarantees for the reset policy and the switching mechanism may result in very conservative behavior of the agent.

It is worth noting that the first type of approach, which modifies the optimization criterion, will also modify the exploration process indirectly (Garcia & Fernandez, 2015). The vital component across these two types of approaches is transforming the optimization criterion or change the exploration process to include a form of risk. In this paper, we propose a novel risk/safety evaluation-guided training technique that significantly improves safety during training and exploration.

3 BACKGROUND

We consider a model-free RL setup, where an agent interacts with the environment $E$ in discrete timesteps. RL is a sequential decision problem with state space $S$, action space $A$, transition dynamics $P(s'|s,a)$, an initial state distribution $p_0(s)$, and an immediate scalar reward $r(s,a)$. We need to specify a deterministic policy $\pi : S \rightarrow A$, that given the current state, determines the appropriate action that maximizes the expected sum of $\gamma$-discounted returns, $E \left[ \sum_{t=0}^{T} \gamma^t r(s_t,a_t) \right]$. 

Published in the SafeML ICLR 2019 Workshop
Typically, the RL training routines involve iteratively sampling from the current policy to explore the state-action space without considering safety. As a result, in practical applications, hard-coded termination or human intervention is required to stop the agent from entering unsafe states. Our work aims to enable safe exploration even when the environment is unknown or only partially known to us. Similar to the notion of reward, we define an additional function \( c(s, a) \in \mathbb{R}_{\leq 0} \) as the negation of safety cost to capture the cost of performing action \( a \) in state \( s \) with respect to safety. In the trajectory-based setting, the agent should aim to minimize future accumulated safety costs in a way similar to maximizing expected return. Safety requirement is defined over the whole trajectory. This means that, during training, the agent will try to avoid increasing the total safety costs, and pick exploratory actions that can drive the system away from the trajectories that violate the safety requirement.

**Deep Deterministic Policy Gradient (DDPG).** (Lillicrap et al., 2015) proposed a model-free algorithm for solving the deterministic policy gradient problems with continuous action space. Let \( \pi \) represent the deterministic policy. Since the expectation depends only on the environment, it is possible to learn a state-action value function, \( Q^\pi(s, a) = \mathbb{E}_{s_{t+1} \sim \rho} [r(s_t, a_t) + \gamma Q^\pi(s_{t+1}, \pi(s_{t+1}))] \), with function approximator \( Q(s, a) \) and policies parameterized by \( \theta^Q \) and \( \theta^\pi \) respectively under the actor-critic architecture.

Then, we can compute the gradient of the greedy policy by applying the chain rule to the expected return \( J \) from the start distribution with respect to the actor parameters (Lillicrap et al., 2015):

\[
\nabla_{\theta^\pi} J = \mathbb{E}_{s_t \sim \rho^\beta} \left[ \nabla_a Q(s, a|\theta^Q)|_{s=s_t, a=\pi(s_t)} \nabla_{\theta^\pi} \pi(s|\theta^\pi)|_{s=s_t} \right]
\]

**Lyapunov function.** To satisfy the specified safety requirement for safe exploration, we need a tool to determine safety of a trajectory that follows the current policy into the future. In control theory, this safety is usually computed for a fixed policy using Lyapunov functions.

**Definition 1.** Lyapunov functions are continuously differentiable functions \( V : \mathcal{X} \to \mathbb{R}_{\leq 0} \) with \( V(x) = 0, \forall x \in S_0 \) and \( V(x) < 0, \forall x \in \mathcal{X}\setminus S_0 \). The origin set \( S_0 \) is set as the set of terminal states.

In our algorithm, we leverage the fact that if the cost function \( c(s, a) \) is strictly negative away from the origin and equal to zero at the origin, the action-value function of the accumulated costs, \( G^\pi(s, a) \), in RL are Lyapunov functions. This follows directly from the definition of the action-value function, where

\[
G^\pi(s_t, a_t) = \mathbb{E}_{s_{t+1} \sim \rho}[c(s_t, a_t) + G^\pi(s_{t+1}, \pi(s_{t+1}))]
\]

We approximate \( G^\pi(s, a) \) with an approximator \( G(s, a) \) which is parameterized by \( \theta_G \).

**Safety Evaluation** The key idea is to use the Lyapunov function to provide the measurements of the trajectory-based safety. In recent literatures, trajectory-based properties are evaluated on a set of policies (Achiam et al., 2017; Chow et al., 2018), which will require the function to be able to express the evaluation given some policy on the state-action space. Thus, we design the Lyapunov function as the accumulated safety costs \( G^\pi(s, a) \) of policy \( \pi \) with respect to \( c(s, a) \).

We show that the state-action value function of safety cost is similar to that of gradient ascent on strictly quasiconcave functions: if one can show that, given a policy \( \pi \), the agent is able to obtain strictly larger values of \( G^\pi(s, a) \) at \( t+1 \) (going uphill), then the state will eventually converge to the equilibrium points at the origin. Then, we can achieve safe exploration if \( G^\pi(s_{t+1}, \pi(s_{t+1})) - G^\pi(s_t, a_t) \geq 0 \) for given policy \( \pi \). However, the model is not known a priori and only an approximation of \( G^\pi \) can be obtained. Our idea is to use a Gaussian Process (GP) to model \( g^\pi \), the difference between the outputs of \( G^\pi \) in two consecutive timesteps along the system evolution given the current state-action pair. Formally, during the training phase, the GP model, \( g^\pi(s, a) \sim \mathcal{GP}(0, k((s, a), (s', a'))) \), will be fed with approximated measurement \( G(s_{t+1}, \pi(s_{t+1})) - G(s_t, a_t) \) at \( (s_t, a_t) \). In order to bound the safety evaluation, we make the following assumption.

**Assumption 1.** The function \( g^\pi \) has bounded Reproducing kernel Hilbert space (RKHS) norm with respect to a continuously differentiable, bounded kernel \( k(x, x') \); that is, \( \|g^\pi\|_k \leq B_g \).
Assumption 2. We assume the valid approximated measurements \( G(s_{t+1}, \pi(s_{t+1})) - G(s_t, a_t) \) are only corrupted by \( \sigma \)-sub-Gaussian noise (e.g. bounded in \( [-\sigma, \sigma] \)). In our case, the valid measurements should lie in the \( \sigma \) ball of \( c_t \) or \(-c_t\). The value of \( \sigma \) will be chosen according to the range of \( c(s, a) \).

4 Safe Exploration with GP Guidance

We choose DDPG (Lillicrap et al., 2015) as the baseline RL algorithm, since its off-policy learning allows sharing of the experience between the expected return of reward and safety costs estimation.

4.1 Approximate Lyapunov Function

We consider an additional function approximator, namely the Guard Network \( G \), parameterized by \( \theta^G \) to approximate \( G^* \), that minimizes the following loss.

\[
L(\theta^G) = \mathbb{E}_{s_t \sim \rho^s} \left[ G(s_t, a_t \mid \theta^G) - y_t^2 \right]
\]

where \( y_t = c(s_t, a_t) + G(s_{t+1}, \pi(s_{t+1}) \mid \theta^G) \).

4.2 Gaussian Process

In GP regression, we use the Guard Network to compute the \( G^* \) difference between two consecutive timesteps as noisy observations of the true safety estimation. Let \( z = (s, a) \) denote the station-action pair observed by GP. Specifically, we can obtain the posterior distribution of a function value \( g^*(z) \) at arbitrary state-action pair by conditioning the GP distribution of \( g^* \) on a set of past measurements with \( \sigma \)-bound noise. \( y_n = \{ \hat{g}^*(z_1), \ldots, \hat{g}^*(z_n) \} \) for state-action pairs \( D_n = \{ z_1, \ldots, z_n \} \). The measurements are provided by the Guard Network approximation given the current policy, current state-action pair and the next state:

\[
\hat{g}^*(s_t, a_t) = G(s_{t+1}, \pi(s_{t+1}) \mid \theta^G) - G(s_t, a_t \mid \theta^G)
\]

To collect the valid observations, we select the measurements within the \( \sigma \) balls of \( c_t \) or \(-c_t\). The posterior over \( g^*(z) \) is a GP distribution again, with mean \( \mu_n(z) \), covariance \( k_n(z, z') \) and variance \( \sigma_n(z) \).

\[
\mu_n(z) = k_n(z)(K_n + I_n \sigma^2)^{-1} y_n
\]

\[
k_n(z, z') = k_n(z, z') - k_n(z)(K_n + I_n \sigma^2)^{-1} k_n(z')
\]

\[
\sigma_n^2(z) = k_n(z, z)
\]

where \( k_n(z) = (k(z, z_1), \ldots, k(z, z_n)) \) contains the covariances between the new input \( z \) and \( z_i \) in \( D_n \). \( K_n \in \mathbb{R}^{n \times n} \) is the positive-definite covariance matrix. \( I_n \in \mathbb{R}^{n \times n} \) is the identity matrix.

With Assumption 1 and 2 we can obtain the following result for \( g^*(z) \) (Chowdhury & Gopalan, 2017):

**Lemma 1.** Supposed that \( \|g^*\|^2_k \leq B_g \) and that the observation noise is uniformly bounded by \( \sigma \).

Choose \( \beta_n = B_g^1/2 + 4\sigma(\gamma_n-1 + 1 + \ln(2/\delta))^{1/2} \), where \( \gamma_n \) is the information capacity. Then, for all \( n \geq 1 \), it holds with probability at least \( 1 - \delta \), \( \delta \in (0, 1) \) that

\[
|g^*(z) - \mu_{n-1}(z)| \leq \beta_n \sigma_n(z)
\]

**Lemma 1** allows us to make high-probability statements about the true function values of \( g^*(z) \). The information capacity, \( \gamma_n = \max_{z_1, \ldots, z_n} I(g^*, y_n) \), is the maximal mutual information that can be obtained about the GP prior from \( n \) noisy samples \( y_n \) at state-action pairs set \( D_n \). This function was shown to be sublinear in \( n \) for many commonly-used kernels in Srinivas et al. (2009). Details about the computation of this function can be found in the Appendix. As a result, we are able to learn about the true values of \( g^*(z) \) over time by making appropriate choices from \( D_n \).
4.3 Initialization

To prevent our model from converging too quickly to an incorrect estimate of $G^\pi$ in high-dimensional tasks, we introduce a single safe trajectory, $\xi_{\text{init}}$ with state-action pairs at each timestep, as initial knowledge to initialize the GP model, the $Q$ approximator and the $G$ approximator. This trajectory is required to be safe in the sense that the cost measurements in each state are less than some threshold depending on the system requirement. Hence, we will only keep the state-action pairs that satisfy the cost threshold, which will not require a completely safe trajectory. These safe state-action pairs will be added to the replay buffers of the $Q$ and $G$ approximators with the associated rewards given by $r(s, a)$. The initial GP dataset $D$ will contain these state-action pairs, and the measurements are given by the negation of cost function for each state-action pair as $-c(s, a)$. For low-dimensional tasks, we typically do not need to use such initial knowledge since the kernels in our GP model are less sensitive to low-dimensional inputs.

4.4 Online GP Estimation

In order to incorporate new data, we maximize the marginal likelihood of $g^\pi(z)$ after every iteration by adjusting the hyperparameters of the GP model. The term marginal likelihood refers to the marginalization over the function values $g^\pi$. Under the Gaussian Process model, the prior is Gaussian, i.e. $g^\pi|D_n \sim N(0, K_n)$, and the likelihood is a factorized Gaussian, i.e. $y_n|g^\pi \sim N(g^\pi, \sigma^2_n I)$. We can then obtain the log marginal likelihood as follows (Rasmussen 2004).

$$
\log p(y_n|D_n) = -\frac{1}{2} y_n^T (K_n + \sigma^2_n I)^{-1} y_n - \frac{1}{2} \log |K_n + \sigma^2_n I| - \frac{n}{2} \log 2\pi \tag{10}
$$

The hyperparameters in the GP model, such as the kernel function’s parameters, can be optimized to fit the current dataset $D$ and measurements $y_n$ with high probabilities. This step is aimed at addressing the issue of inaccuracy in the initial $G^\pi(s, a)$ estimation.

As an agent continues to collect new measurements during the execution of policies, the set of samples will increase in size. The state-action pair will be stored in $D_n$ if the measurements, $\hat{g}^\pi(s, a)$, are outside the $\sigma$ ball of zero and are valid. We use this to prevent overfitting at the origin sets, which can result in very conservative (though safe) behaviors. After each run, the singularity of the covariance matrix based on $D_n$ will be checked by QR decomposition to eliminate highly correlated data.

Performing the prediction by computing Eq. 6 and Eq. 7 requires an expensive inversion of a matrix that scales cubically with the size of the data, which means maintaining a large dataset is not practical. If we maintain a dataset of fixed size, a natural and simple way to determine whether to delete a point from the dataset is to check how well it is approximated by the rest of the elements in $D_n$. This is known as the kernel linear independence test (Csató & Opper 2002). For GPs, the linear independence test for the $i$th element from $D_{n+1}$ is computed as

$$
\phi(z_i) = k(z_i, z_i) - k_n(z_i)K_n^{-1}k_n^T(z_i) \tag{11}
$$

which is the variance of $z_i$ conditioned on the rest of $n$ elements without observation noise. In Csató & Opper (2002), they show that the diagonal values of $K_n^{-1}$ correspond to $\phi(z_i)$ of the $i$th element. Hence, we can delete the element that has the lowest value of $\phi$ such that it will have less impact on the GP prediction and keep the size of the dataset at $n$.

Remark. While the full dataset $D_n$ encounters a new data point and becomes $D_{n+1}$, the kernel linear independence test will measure the length of the each data basis vector, $\tau_n$, in kernel space that is perpendicular to the linear subspace spanned by the current bases. For GPs, the linear dependence values vector $\tau$ for each data element in $D_{n+1}$ can be computed as $\text{diag}(K_n^{-1})$.

Notice that the bound provided in Lemma 1 only depends on the collected data in the current dataset. This means the online updates of GP can still provide the high-probability guarantees about the $g^\pi$ approximation.
To improve the accuracy of GP prediction, the exploration should not only satisfy the safety requirements but also reduce the uncertainty of the GP. Thus, we select the policy in the following way.

\[ \pi(s) = \arg \max_a Q(s, a) \]
\[ \text{s.t. } l_n(s, a) \geq 0 \]

However, since in Eq. (13) the lower bound is computed from GP prediction and the data-dependent parameter \( \beta_n \), this constrained optimization problem cannot be solved directly. Instead, we softly enforce the safety requirement by picking a positive scalar \( M \) and reformulate it as an unconstrained optimization problem as the following:

\[ \pi(s) = \arg \max_a Q(s, a) + M \cdot l_n(s, a) \]

where \( M \) is large enough to force the agent to choose the safe action satisfying \( l_n(s, a) \geq 0 \).

To improve the accuracy of GP prediction, the exploration should not only satisfy the safety requirements but also reduce the uncertainty of the GP. Thus, we select the policy in the following way.

\[ \pi(s) = \arg \max_a \mu_{n-1}(s, a) \]
\[ \text{s.t. } \mu_{n-1}(s, a) - \beta_n \sigma_{n-1} \geq 0 \]

These two objectives will turn the safe exploration problem into a multi-objective optimization problem. On one hand, the agent will take a safe action to maximize the return. On the other, the chosen action should provide as much information as possible to the GP estimation to reduce uncertainties. From the above formulation, we can derive that the optimal value of action \( a^* \) with the following property.

\[ \mu_{n-1}(s, a^*) \geq \beta_n \sigma_{n-1}(s, a^*) \geq 0 \]

With this property, we can combine these two objectives and constraints, with a term that penalizes the actions that result in negative lower bounds and rewards the actions that result in positive lower
bounds around zero. Thus, we can design the term as a Gaussian distribution with zero mean for $l_n$.
We can rewrite the multi-objective policy optimization problem using the weighted-sum method:

$$
\pi(s) = \arg \max_a Q(s, a) - M \cdot \rho(-l_n(s, a)) + \exp(-l_n(s, a)^2)
$$

where $\rho(x) = \max(0, x)$. So far, we have three components in the policy optimization objective, maximizing the reward return as given by the $Q$-value, penalizing violation of safety, and reducing uncertainty of GP. The overall algorithm is summarized in Algorithm 1.

5 Experiments

In this section, we evaluate Algorithm 1 on two different tasks in simulation, inverted pendulum and half cheetah from the OpenAI Gym (Brockman et al., 2016). We assume that the dynamics of the system and the environment are both unknown. We consider the performance of the trained vanilla DDPG policy after 1 million steps as the baseline. We first validate our approach on a benchmark swing-up problem in the inverted pendulum environment. Then, we extend our experiment to a more complex and safety-critical locomotion task where the goal is to make a half cheetah move forward as fast as possible. Both environments are in continuous state/action space and initialized randomly for each run. The safety goal is that the number of catastrophes, as defined in each experiment, should be minimized during training.

5.1 Inverted Pendulum

The state of the inverted pendulum contains the angle $\theta$ and angular velocity $\dot{\theta}$ of the pendulum. The limited, applied torque is the action $a$. The goal is to swing up and balance the pendulum in an upright position. We define a negative reward which penalizes the large $\theta$, $\dot{\theta}$ and $a$. In this case, the negation of the safety cost will be the same as the reward, which will lead the agent to swing up and stay at the vertically upward position. We optimize the policy via stochastic gradient descent on Eq. 19. More details about the settings are in Appendix A.2.

To improve the computation efficiency, we fix $\beta_n = 2$ in this experiment. In this case, catastrophe is defined as going through the vertically downward position in one episode (200 timesteps per episode). The experimental result is shown in Fig. 2. Starting from a random initial state, the policy derived from DDPG with GP can avoid catastrophe entirely during training. The pendulum achieves the baseline performance after around 40,000 steps, which is much less compared to the 500,000 steps that vanilla DDPG needs.

5.2 Locomotion Task

We further validate our approach on a 6-DOF planar half cheetah model with 17 continuous state components in MuJoCo (Todorov et al., 2012). Typically, in more complex tasks, it will be harder to encode both safety and performance in the same function. Also, the initial GP estimation will be very unreliable. Hence, we design different functions to represent reward and safety cost respectively, and assume some initial knowledge $\xi_{init}$ is given.

We design the reward function to maximize the forward speed and penalize control loss. A catastrophe is considered to have occurred when the half cheetah falls down somewhere along the trajectory. We cap the dataset for GP estimation to 2,000 elements and initialize it with a single safe

\[1\] Video link of the training result in pendulum environment: [https://youtu.be/etYqt15sGRY](https://youtu.be/etYqt15sGRY)
Figure 3: (a) The figure compares between DDPG with GP and vanila DDPG on half cheetah with the same initial knowledge. Performance and number of training-time catastrophes curves are by discrete timesteps. Vanila DDPG will achieve an average return of 4976.8 only after 700,000 steps. (b) Performance and number of training-time catastrophes are plotted against wall time.

Figure 4: We compare DDGP with online GP and DDPG with fixed GP given the same initial knowledge. Both have similar performance initially. As training progresses, online GP outperforms fixed GP significantly.

Safety and Performance Comparison. For a fair comparison, we feed the same initial knowledge into the replay buffer of the vanila DDPG before training. Using our method, the agent can safely explore the environment and achieve the baseline performance after around 50,000 steps as the vanila DDPG policy obtains after 700,000 steps. We compare our method with vanila DDPG trained with the same amount of samples in Fig. 3a. The result shows our method obtains higher return and fewer training-time catastrophes than vanila DDPG. Although the prediction and data elimination from the online GP model will add computation overhead, DDPG with GP is still able to achieve higher performance and safer policy within the same amount of wall time (Fig. 3b). Our approach is in line with recent results on learning acceleration when a small amount of demonstration data is available at the beginning (Večerk et al., 2017; Hester et al., 2018).

Validate the Role of Online GP. We compare safety-guided learning using online GP estimation with one that uses a fixed GP model. We initialize both models with the same initial knowledge. In Fig. 4, we can see that the initial performances of both models are similar. However, as training goes on, for DDGP with fixed GP, the accumulated reward drops and the number of training-time catastrophes increases (due to inaccuracies in the GP estimation). For the same number of timesteps, DDPG with fixed GP has lower performance than DDPG with online GP. This result shows that adjusting the GP models online is critical as policies get updated during training.

Video link of the training result in Cheetah environment: [https://youtu.be/CcNIrLlbijU](https://youtu.be/CcNIrLlbijU)
6 CONCLUSION

In this paper, we propose to tackle the safe RL problem with the notion of Lyapunov function and trajectory-based safety to learn policies that are both safe and have low accumulated safety cost during exploration. We have shown how to incorporate estimation of trajectory-based safety in deep reinforcement learning algorithms such as DDPG. Specifically, we show how to safely optimize policies and give stability certificates based on Gaussian Process models of trajectory-based safety evaluation. On a simple control benchmark and a more complex locomotion task, we demonstrate the effectiveness of our approach in significantly reducing catastrophes and accelerating training.

In terms of future work, we want to understand better what role initial knowledge plays in influencing the efficacy of our method. One direction is to come up with statistical characterization of initial knowledge which can give statistical guarantees on the safety of the training process. On the computational side, as safety evaluation inevitably adds an overhead to the training process, we plan to investigate more efficient ways to estimate trajectory-based safety and to incorporate these estimates in policy optimization.

REFERENCES


A EXPERIMENT DETAILS

A.1 EXPERIMENT SETTINGS

For all of our examples, we represent the $Q$ function, $G$ function and the policy as three feed-forward neural networks with two hidden layers and variant neurons in the different environments. The settings is similar to [Lillicrap et al.] (2015).

A.2 PENDULUM

It has a single continuous action which is the applied torque bounded by $[-2, 2]$. The limited torque will make the task harder since the maximum applied torque will not be able to swing up the pendulum directly. We define the reward function $r(s, a) = s^T P s + a^T U a$, where the negative-definite $P$ and $R$ will penalize the large angular position $\theta$, angular velocity $\dot{\theta}$ and action $a$. The cost function is the same as the reward function, $c(s, a) = r(s, a)$.

To approximate the $Q$ function and $G$ function, we use a feed-forward neural network with two hidden layers, and each consists of 64 neurons. The hidden layers use the ReLU as the activation function, and the output layer does not use the activation function. For the policy, we use a feed-forward neural network with two hidden layers and 64 neurons in each layer. We use ReLU for the hidden layers and tanh for the output layer.

A.3 HALF-CHEETAH

The Half-Cheetah environment consists of 17 continuous states and 6 continuous action input each controls one of the six joints. We define a reward function $r(s, a) = v(s) - 0.1 \cdot a^T a$ that rewards the positive forward velocity and penalizes the large control actions. The cost function here is related to the body rotation $\omega$, which is $c(s, a) = -||\omega||^2$. The larger value of $\omega$, the cheetah will be more likely to fall down, which is defined as catastrophes in this environment.

The $Q$ function and $G$ function are represented by two separated feed-forward neural networks with two hidden layers, and each consists of 64 neurons. The hidden layers use the ReLU as the activation function, and no activation function is applied at the output layers. The policy network has 2 hidden layers with 400 and 300 neurons respectively ($\approx$ 130,000 parameters), which is the same used in [Lillicrap et al.] (2015). The hidden layers implement with the ReLU function as the activation function and the output layer implement tanh function as the activation function.

Since in the high-dimensional space, it will be too conservative if we use a constant to approximate the scaling factor for the confidence intervals, $\beta_n$. Thus, we compute the approximated the scaling factor with the samples in the current dataset. The mutual information can be computed as:

$$
\gamma_{n-1} = \sum_{i=1}^{n-1} \log(1 + \sigma_i((s, a)_i)/\sigma^2)
$$

and the RKHS bound can be obtained through kernel function as

$$
B_2^2 = g_\pi((s, a))^T K_n g_\pi((s, a))
$$

Thus, according to Lemma we can compute $\beta_n$ online.