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Atmospheric	14CO2 looks	just	like	fossil	CO2

Includes	ecosystems,	oceans,	nuclear	
power,	cosmic	rays,	fossil	fuel.

Includes	only	fossil	fuel

-2.5	per	mil	D14C	=	1	ppm	CO2-fossil
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CO2 variations	can	be	separated	into	Biogenic	
and	Fossil	fractions	using	D14C.

Cobs=	Cbg+	Cfos+	Cbio
(D x	C)obs=	(D x	C)bg+	(D x C)fos+	minor

CO2xs
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Bio	has	no/little	influence



Air	sampling	and	14C	measurement

4

1. We	need	~2	L	of	air	for	high	
precision,	so	we	dedicate	air	
from	one	NOAA	“PFP”	flask.

2. Extraction	of	pure	CO2 and	
graphitization	at	U.	of	
Colorado	(Scott	Lehman);

3. Accelerator	Mass	
Spectrometer	(AMS)	analysis,	
with	precision	of	1.7	per	mil	at	
U.	of	California,	Irvine.



Wintertime	biospheric	CO2 fraction	averages	
~50%	for	regions;	~	20%	for	cities
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Radiocarbon	Monitoring	in	Indianapolis
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ranging, and meteorological measurements
have recently been added. A high-resolution
bottom-up estimate of Indianapolis CO2ff
emissions is provided by the Hestia data
product [Gurney et al., 2012]. The focus of
this paper is on continuous and flask
measurements of CO2, CO, and

14CO2 (flask
only, as a proxy for CO2ff) from the INFLUX
tower network. We first use this large tower
network to examine how the choice of
sampling location influences the results,
focusing in particular on the choice of
background sampling location. Next, we
consider how well the CO2 enhancement
approximates the CO2ff enhancement for the
urban area. Then, we use the CO
enhancement and RCO to examine the
relative contributions of the CO2ff source
sectors to total CO2ff emissions, throughout
the diurnal cycle, comparing our top-down
atmospheric observations with bottom-up
estimates derived from the Hestia data
product. Finally, we discuss in our conclusions
how our results might be used to inform
sampling strategies for other urban areas.

2. Methods
2.1. Sampling Locations and Methods

Indianapolis, IN, USA, was chosen as a test
case since it is a relatively isolated urban

area surrounded by cropland (Figure 1). The flat terrain makes dispersion modeling and interpretation
relatively simple. The city of Indianapolis had estimated CO2ff emissions of ~3.3 MtC yr!1 in 2012, making it
the eleventh largest city in the United States in terms of CO2ff emissions [Gurney et al., 2012]. Gurney et al.
[2012] examined the source distribution of Indianapolis CO2ff emissions for the year 2012, showing that
emissions come from a variety of different sources, including 44% from vehicles (on-road, off-road, railroads,
and airport sources), 29% from the large coal-fired Harding Street Power Plant (HSPP) located near the center
of the city, and the remaining 27% from the commercial, industrial, and residential sectors (e.g., emissions
from heating and industrial processes located onsite).

As part of the INFLUX experiment, flask and continuous measurements are collected at 12 tower locations
within and around the urban area (Table 1 and Figure 1). We utilize existing cell phone and communications
towers, and the sampling altitudes are 39–136m above ground level (agl), with most above 100m agl.
Seven tower locations ring the outskirts of the urban area, four more towers are closer to the city center, and
one tower is further downwind in the prevailing wind direction. Continuous measurements of CO2 are
made at all 12 towers, and continuous methane (CH4) and CO measurements are made at a subset of the
towers, all utilizing cavity ring-down spectrometers (CRDS, Picarro Inc.) [Crosson, 2008; Richardson et al., 2012].
Towers 1 and 2 have been operational since late 2010, with the remaining towers that also collect flask
samples instrumented since mid-2012.

Flask samples have been collected from Towers 1 and 2 since December 2010, and at Towers 3, 5, and 9 since
mid-2012 (Table 1 and Figure 1). These five towers all have both CO2 and CO continuous CRDS
measurements. A sixth roving flask sampler moves from tower to tower, both to provide comparisons
between sites and methods, and to augment the flask measurements. The roving sampler has thus far
provided samples from Towers 10 and 11, each for a period of a fewmonths; neither of these towers currently

Figure 1. Map of the Indianapolis Metropolitan Area and surrounds.
Grey background shading indicates urban density from low (white)
to high (dark grey) from the 2006 U.S. National Land Cover Database
[Fry et al., 2011]. Locations of the INFLUX towers and the Harding Street
Power Plant (HSPP) are shown in red. The modeled aggregate surface
influence functions for midafternoon in October 2012 for Towers 1, 2,
3, 5, and 9 are overlaid using the color scale shown. All wind directions
are included in the modeled aggregate influence functions. The “star”
shape of the influence functions is a consequence of the dominant
wind directions over the 1 month modeled period.
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Niwot	Ridge,	Colorado

background	sites

14CO2 sites

LA	Basin	14CO2 sampling	sites



CO2 and	14CO2 data	show	large	variations	with	a	clear	
fossil	fuel	contribution.

Background
(NWR,	MWO)
USC
Granada	Hills
CS	Fullerton

100	per	mil!!
~	40	ppm	fos.	CO2.
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Biospheric	contribution	to	total	CO2 is	substantial.

USC
Granada	Hills
CS	Fullerton

à Larger	enhancements	in	
winter	– less	vertical	
mixing

à Seasonally	varying	
biosphere	contribution	
with	summer	uptake.

à Summer	biosphere	
drawdown	is	
underrepresented	
because	of	enhanced	
mixing

à Variability	in	CO2xs,bio	
and	fos are	likely	
dominated	by	changes	in	
mixing.
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Isotopic	mixing	analysis	also	shows	substantial	
biospheric	contribution	throughout	the	year.

Winter:	-760	per	mil	à CO2xs	is	24%	biogenic
Summer:	-830	per	mil	à CO2xs	is	17%	biogenic

Why	is	CO2bio	so	high?

• Ethanol	in	gasoline	(~	3	%)
• Human	Respiration	(~	5	%)
• Livestock	Respiration	(<	1%)
• Urban	ecosystems	10-15%:	

parks,	lawns,	golf	courses,	
etc. ?
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Biogenic	contribution	appears	highly	seasonal
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How	productive	are	urban	ecosystems?

à "Soil	respiration	(~7	umol/m2/s)	…	in	urban	ecosystems	was	
…2.5	to	five	times	greater	than	any	other	land-use	type.”		Kaye	et	
al.,	Global	Change	Biology	(2005) LA	lawns	up	to	15	umol/m2/s	
in	summer.
àHarvard	forest	summer	respiration	fluxes	are	similar
à These	fluxes	would	require	~1/8th	of	LA	to	be	covered	by	

lawns	(and	golf	course,	parks,	etc.)	to	explain	our	
observations.		Is	this	realistic?
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LANDSAT	30	m	EVI

à Distribution	of	green	appears	to	be	somewhat	decoupled	from	people	
and	roads,	but	still	widespread.
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LANDSAT	30	m	EVI	zoomed	in	shows	even	more.

à Quickbird/Google	Earth	(~50	cm)	shows	yet	more.
14



We	can	leverage	14C	measurements	to	create	a	
pseudo-continuous	CO2fos	time	series.

15

a.	COxs:CO2ff	ratios	are	
fairly	consistent	in	LA	
(here	for	USC)	

b.	Applying	these	to	the	
USC	COxs time	series	
allows	us	to	create	a	
“synthetic”	record	of	
CO2fos	at	much	higher	
frequency.

516 F. R. VOGEL ET AL.

Fig. 2. Comparison of simple CO-based
!FFCO2 estimates for the integrated
samples using a constant ratio of
!CO/!FFCO2 = 14.6 ppb/ppm (i.e. the
median of all measured values in Fig. 1c)
with respective individual 14C-based
!FFCO2 offsets. Using weekly integrated
ratios for the calibration thus reduces the
uncertainty of the CO-based !FFCO2

estimates by ∼30% (i.e. the interquartile
range of the !CO/!FFCO2 ratios in Fig 1c)
compared to the simple CO-based estimate.

the catchment area or footprint contributing to the measured
signals is generally not well known. The latter effect is illus-
trated in Fig. 2. Although we have been using the measured
median value of 14.6 ppb CO ppm−1 FFCO2, we find large de-
viations of the weekly mean simple CO-based fossil fuel CO2

offset from the true values (i.e. those individually calculated
from the measured 14CO2). The underestimation of !FFCO2

for offsets larger than 15 ppm is due to the effect that the mean
weekly !CO/!FFCO2 ratio and the mean weekly !FFCO2

mixing ratio are not completely independent. We find a mean
!CO/!FFCO2 ratio of only 12.9 ppb ppm−1 for periods with
measured FFCO2 offsets larger than 15 ppm. These periods are
most frequent during cold winter days, characterized by sup-
pressed mixing of the (shallow) boundary layer. During these
(cold winter) situations, we have enhanced emissions from do-
mestic heating, while traffic emissions are not severely affected
by ambient temperature (IER, 2008). As domestic heating emis-
sions have lower !CO/!FFCO2 ratios than the long-term mean
emission ratio in Heidelberg (Section 2.1), this causes a co-
variance of the !CO/!FFCO2 ratio and total !FFCO2, which
is linked to temperature and atmospheric mixing conditions.
Knowing this it is advisable to use the median of the distribution
rather than the mean, as the median is less sensitive to outliers
and (small) covariances occurring in extreme situations. Using
the long-term mean !CO/!FFCO2 ratio of 15.5 ppb ppm−1 for
the simple CO-based !FFCO2 determination would cause an
underestimation of about 6% here.

3.3. The mean diurnal cycle of !CO/!FFCO2

Besides the variations of the weekly !CO/!FFCO2 ratio dis-
cussed earlier, we aim here at evaluating its behaviour on

smaller time-scales. As both biospheric and anthropogenic CO2

(and CO) fluxes are subject to strong diurnal variations, this
time-scale is potentially of great importance. The observed
mean diurnal cycle of !CO/!FFCO2 for the winter period
(November–February) was calculated from 89 grab samples and
from 83 samples for summer (March–October) collected during
pollution events (Fig. 3). The grab sample data from different
events were pooled to obtain an hourly resolved record; the error
bars in Fig. 3 denote the standard error of the mean. The fitted
curves are derived using a Fast Fourier Transform filter, without
error weighting. As there is no physical model that fully de-
scribes these diurnal variations, the only purpose of the curves
is to obtain a smooth, continuous diurnal cycle which allows
determining the coefficients ωi (eq. 4) and correct the continu-
ous !FFCO2 record for diurnal variations of the !CO/!FFCO2

ratio.
The slightly smaller mean excess ratio of the winter time of

13.6 ± 2.7 ppb CO ppm−1 FFCO2 compared to the summer value
of 15.1 ± 2.4 ppb ppm−1 can be explained by the larger share
of FFCO2 from domestic heating and small consumers (emis-
sion ratio of 2.4–6.9 ppb ppm−1) during winter time. Generally,
the energy consumption in winter is more constant throughout
the day than in summer, while traffic emissions are comparable
in summer and in winter (Friedrich et al., 2003). Both diurnal
!CO/!FFCO2 courses show rather constant levels during the
early morning and a rising ratio after 08:00 local time, which is
in line with the statistics of the traffic sector, which also signif-
icantly increases in the early morning (Kühlwein et al., 2002).
We find a time shift between emission changes and the response
in the observed ratio, which may be interpreted as a reservoir
effect, that is the observed ratio shows up as the integral of pre-
ceding emissions. During winter, the !CO/!FFCO2 ratio rises

Tellus 62B (2010), 5

Vogel	et	al.,	2010

Heidelberg



Using	radiocarbon	and	CO	to	separate	fossil	and	
biogenic	CO2	above	Sacramento
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710 J. C. Turnbull et al.: Fossil fuel carbon dioxide and other anthropogenic trace gas emissions

Fig. 2. Correlations between measured CO and CO2ff and between
measured CO and total CO2. Flask measurements of CO:CO2ff are
shown in green, using the top x-axis. CO:CO2 correlations (flasks
and in situ) are shown in blue, using the bottom x-axis. Error bars
are the one-sigma uncertainty in CO2ff; uncertainties in CO and
CO2 are smaller than the symbol size. Fitted lines are linear regres-
sions with errors in both coordinates.

includes the uncertainties in both coordinates (Press and
Teukolsky, 1992), which are typically 1.0 ppm in CO2ff and
2 ppb in CO. The RCO/CO2ff value is 14± 2 ppb/ppm for both
flights combined (coefficient of determination r2 = 0.96),
and no significant difference is seen if RCO/CO2ff is calcu-
lated separately for each flight, although the correlation is
slightly weaker (r2 = 0.7) for the four flasks from SAC306
flight alone. We also tested the possibility that the free tropo-
sphere samples might be influenced by different sources (and
background) and therefore impact the calculated emission ra-
tio. Excluding the three free troposphere samples resulted in
RCO/CO2ff of 12± 3 ppb (r2 = 0.90), not significantly differ-
ent from that calculated including the free troposphere sam-
ples. Our empirical determination of RCO/CO2ff falls within
the range of RCO/CO2ff measurements made by direct mea-
surement of vehicle tailpipe emissions of CO and CO2 in
several other US cities (Fig. 3) including West Los Ange-
les (18.4 ppb/ppm in 2005), Chicago (10.7 ppb/ppm in 2006),
Phoenix (9.3 ppb/ppm in 2006) and Denver (16.1 ppb/ppm in
2007) (Bishop and Stedman, 2008).
In contrast to CO2ff, we also determined the ratio of

CO to total CO2, here designated RCO/CO2 . When we
calculate RCO/CO2 for our dataset, we obtain RCO/CO2 of
9± 1 ppb/ppm for both flights combined (vs. RCO/CO2ff of
14± 2 ppb/ppm, Figs. 2 and 3). Unlike RCO/CO2ff, the mea-
sured RCO/CO2 values differ by a factor of two between the
two flights, with values of 9.0± 0.4 and 20± 4 ppb/ppm
for SAC227 and SAC306 flights, respectively. The in situ
CO and CO2 measurements from SAC227 give RCO/CO2 of
9 ppb/ppm, roughly consistent with the flask-based RCO/CO2
from the same flight, but also differing from RCO/CO2ff.
These results suggest that there are contributions to CO2 vari-
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Fig. 3. CO:CO2ff emission ratios. Gray bars: inventory based emis-
sion ratios, from CO and CO2ff inventories. CO inventories are
from the USEPA NEI database for 2002 and 2005 and California
Air Resources Board CEPAM database for 2009. The emission ra-
tio is calculated from each CO inventory using two CO2ff invento-
ries (Vulcan and CEPAM), extrapolated to the same year as the CO
inventory. Error bars are derived from the difference between the
two CO2ff inventories. Green: RCO/CO2ff from this study. Blue:
RCO/CO2 from this study (using total CO2 rather than CO2ff). Pur-
ple: direct on-road tailpipe emission measurements from Bishop
and Stedman (2008).

ability from other sources, such as biospheric CO2 exchange
and biomass combustion, including biofuel use, in the en-
hancement (or depletion) of total CO2. In our study, the
non-fossil contribution apparently varies substantially, and
changes sign, between the two measurement dates. We dis-
cuss this further in Sect. 3.5. It follows that care should be
taken in interpreting emission ratios based on CO2 mole frac-
tion alone (RCO/CO2), as they may be substantially biased.

3.3 Emission ratios of other trace gas species

Numerous species associated with combustion sources, an-
thropogenic activity and biomass burning were measured in
the same flask samples analyzed for 114CO2. A total of ten
samples were measured for 114CO2, but unfortunately, in-
strument problems meant that two of the four flasks from
SAC306 were not measured for many of these additional
species, and so some correlations are for eight measurement
pairs only (six from SAC227 and two from SAC306).
Hydrocarbon species that are associated with anthro-

pogenic sources (benzene, acetylene, propane, isopentane
and n-pentane), as well as total pentanes (isopentane plus
n-pentane) show very strong correlations with CO2ff, with
the coefficient of determination (r2) ranging from 0.9–1.0
(Fig. 5, Table 2). These correlations are robust even when the
three free troposphere samples are excluded from the analy-
sis. While benzene and acetylene are associated with an-
thropogenic combustion sources and with biomass burning,

Atmos. Chem. Phys., 11, 705–721, 2011 www.atmos-chem-phys.net/11/705/2011/

Turnbull	et	al.,	ACP,	2011

• After	isolation	of	fossil	fraction,	
CO:CO2ff	is	consistent	across	
days.

• This	ratio	is	then	applied	to	
continuous	CO	measurements.
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Fig. 8. Continuous CO2ff (top) and CO2bio (bottom) for SAC227
shown as a function of flight path. Units are ppm.

The in situ measurements show large peaks in CO2 mole
fraction over and downwind of Sacramento. While CO2ff
makes up most of the CO2 enhancement in these peaks, it
is not sufficient to explain the entire enhancement (Figs. 7
and 8). We considered the possibility that CO2ff was un-
derestimated, but it is difficult to explain the required un-
derestimate of up to 6 ppm in CO2ff (17‰ in 114CO2), by
biases such as the choice of 1bg, CObg and measurement
uncertainty, which we estimate equates to an uncertainty of
0.2 to 2 ppm. Thus a positive contribution of up to 8 ppm
to the CO2 enhancement over the urban region on Febru-
ary 27 is apparently from CO2bio. Conversely, in the ru-
ral areas outside the urban plume, CO2bio is negative, with
a minimum of �6 ppm CO2bio. Positive biosphere contri-
butions could be from above and below ground respiration,
biofuel use such as in liquid fuels, anthropogenic combus-
tion of biomass such as for home heating, or forest fires and
other open biomass burning. Photosynthesis has a negative
contribution to CO2bio.
Low temperature biomass combustion (e.g. wood fires)

is unlikely to contribute to CO2bio in SAC227 as the high
CO:CO2 ratio expected from this source (40–70 ppb/ppm,

Andreae and Merlet, 2001) is not observed, because air tem-
peratures were 14–20 �C (i.e. warm enough that home heat-
ing from wood fires is not likely), and because no enhance-
ments occur in either methyl chloride or methyl bromide
(Fig. 5), both of which are produced during biomass burn-
ing (Andreae and Merlet, 2001).
Use of biofuels likely contributes up to 1 ppm of the pos-

itive CO2bio signal, as California required ⇠8% ethanol in
gasoline in 2009 (CARB, 2008), and this ethanol is usu-
ally derived from biological sources. Differences in vege-
tation between the urban and surrounding rural areas may
explain the remaining difference in CO2bio, with the rural
areas dominated by agriculture and grasslands, whereas trees
are more dominant in the urban area, especially since our
measurements are in the spring, when biomes are transition-
ing from a net CO2 source to a net sink. In the SAC306 flask
samples, we find that CO2bio is close to zero inside the urban
plume (Fig. 7), suggesting that a substantial bias in our CO2ff
or CO2bio calculations (e.g. due to our choice of background
CO and CO2 values) is an unlikely explanation for the large
CO2bio values inside the plume from SAC227.
The near-zero CO2bio values inside the urban plume from

SAC306 also indicate a weaker respiration/biofuel source
and/or stronger photosynthetic uptake on this day. This ob-
servation is consistent with frontal activity that brought rain
to the area between the dates of the two flights (California Air
Resources Board AQMIS2 data archive, http://www.arb.ca.
gov/aqmis2/metselect.php), which may have resulted in dif-
fering CO2bio fluxes on the two flight dates.

3.6 Estimate of the CO2ff flux

In Sects. 3.2 and 3.3, we reported emission ratios of vari-
ous trace gas species to CO2ff, making the case that CO2ff
emissions are likely the best known of any trace gas from
inventories. Yet the uncertainty in CO2ff from inventories
is still significant, especially at the regional and urban scale.
For California, the uncertainty in CO2ff inventories at the
county level is estimated to be at least 10–20% (S. de la Rue
de la Can, personal communication, 2010). Atmospheric ob-
servations of CO2ff can potentially be used to quantify these
emissions, if the atmospheric transport is known.
We use a simple mass balance approach to estimate the

CO2ff flux from Sacramento County for flight SAC227. We
carry out this estimate to demonstrate the utility of the ap-
proach, acknowledging that the large uncertainties reported
here could be substantially reduced by incorporation of more
detailed meteorological information. In this method, an air-
craft flies transects across an emission plume, downwind of
the source, in the boundary layer. The method was origi-
nally developed for trace gas emissions from point sources
such as smokestacks, and here we apply it to the urban area
source, implicitly treating the urban plume as a single well-
mixed source. The measured mole fraction can be integrated

Atmos. Chem. Phys., 11, 705–721, 2011 www.atmos-chem-phys.net/11/705/2011/
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Using	X:CO2ff	ratios	we	can	estimate	emissions	
for	X,	X=CH4	and	HFC-134a,	and	other	gases
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Fff ~	3.6	x	1013 gC/yr (Vulcan	2.2,
four	county	total)

Emission	Ratio	x	FF	inventory
=	Emissions	of	“Gas	X”

Gas LA	Basin	Emissions

CH4 460	Gg CH4/yr

HFC-134a 2.5	Gg	HFC-134a/yr

Note:	Using	C_tot instead	of	C_fos will	impose	a	(seasonal)	bias	in	
tracer	ratio	methods	(e.g.	Pieschel et	al.,	2013;	Wong	et	al.,	2016)
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d13C:	Natural	Gas	vs.	coal	&	oil
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200 km to the west [Climate Monitoring and Diagnostics
Laboratory, 2005].
[14] We chose a period in which CT was consistently

greater than CB by at least 20 mmol mol!1 (January 14–
20, 2005) to analyze the relative contribution of different
CO2 combustion sources. CB and dB were derived from data
in Figure 2 with a 2nd order polynomial and annual
harmonic smoothing function [Thoning et al., 1989], and
were used to directly solve equations 1 and 2. A large
diurnal cycle in the proportion of non-background CO2

derived from gasoline combustion (CG/[CT ! CB]) was
observed (Figure 3). However, sensitivity analyses indicated
that the mass balance calculation was highly sensitive to the
choice of dB: varying dB by only 0.1% resulted in a 20%
change in the estimate of CG. Given that the precision of the
TDL measurements during the study period was 0.2%,
additional constraints were required to have confidence in
our results.
[15] We attempted to compensate for random measure-

ment error by averaging 3-minute TDL measurements over
hourly periods. We also used a Bayesian inversion method
to estimate the unknown quantities, CG, CN, CB, and dB by
assuming the parameters and measured data are random
variables [Gubbins, 2004; Raupach et al., 2005; Tarantola,
2005]. To briefly describe the method, in addition to
equations (1) and (2) and analytical uncertainties in the
measured data CT and dT, we also prescribed prior values
and uncertainties on the parameters CB, CN, CG, and dB
based upon previous studies (see above discussion). A
solution was obtained by minimizing a quadratic cost
function. The quadratic cost function included the model-
data residual (left hand side minus the right hand side of
equations (1) and (2)) and the differences between param-

eters and their prior values. This cost function was scaled by
the analytical uncertainties in the measured data and the
prior parameter uncertainties respectively. For the optimi-
zation, we selected fixed-in-time prior values and errors for
all parameters and fixed-in-time errors on all measurements.
Prior values for dB, CB, %CN, and %CG were specified as
!8.4%, 380 mmol mol!1, 0.5, and 0.5, respectively. We
allowed a 1% error in dB, a 10 mmol mol!1 error in CB, and
an error in CG and CN of (CT ! CB). CT and dT were allowed
a 0.25 mmol mol!1 and 0.25% error to account for TDL
measurement error.
[16] The optimization resulted in slightly higher estimates

for the contribution of natural gas to fossil fuel-derived
CO2 than specifying background dB and CB with midday
measurements, but overall the two approaches yielded
similar results (Figure 3). The posterior reduction in error
on the optimized parameters led to approximately a 25%
reduction in uncertainty estimates (Table 1). For both
calculations, there was a diurnal pattern of relatively larger
contributions of natural gas combustion in early morning,
pre-dawn hours representing about 60–70% of total fossil
fuel-derived CO2, and smaller contributions of about 30–
40% during late afternoon and evening rush hour. This is
consistent with greater natural gas use during cold nighttime
hours and increased gasoline combustion during evening
rush hour. There was also a pattern of decreasing relative
contributions of natural gas combustion over the week-long
measurement period that corresponded to increasing
ambient air temperature. This likely corresponded to
reduced natural gas usage for residential heating during a
warming period. In general, the results agree with monthly
CO2 emissions calculated for Salt Lake County from state
inventory data [U.S. DOE EIA, http://www.eia.doe.gov]
and scaled to the county with demographic data [U.S.
Environmental Protection Agency, 1998]: in January 2005,

Figure 2. Closed symbols: CO2 mixing ratio and carbon
isotope ratio (d13C) measured via IRMS from midday flask
samples collected half-way between solar noon and sunset
on a daily basis over a two year period. Open symbols:
The monthly minimum CO2 mixing ratio and maximum
isotope ratio. Solid lines: A smoothed, annual harmonic
function and second-order polynomial [Thoning et al.,
1989] fitted to the monthly minimum CO2 mixing ratio
and maximum isotope ratio. (top) Dashed line: Smoothed
data from the NOAA CMDL flask monitoring station in
Wendover, Utah [CMDL, 2005]. Vertical lines: Calendar
years.

Figure 3. (top) The percent of CO2 above background
mixing ratios derived from natural gas combustion (versus
gasoline combustion), calculated using equations (1) and
(2) in the text. ‘‘Fixed’’ values refer to the analytical
solution of the mass balance obtained by specifying all
values except CN and CG. ‘‘Optimized’’ values refer to the
parameters obtained via Bayesian inversion. (bottom)
Mean hourly air temperature for the same period. Vertical
lines mark midnight on each measurement day.
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200 km to the west [Climate Monitoring and Diagnostics
Laboratory, 2005].
[14] We chose a period in which CT was consistently

greater than CB by at least 20 mmol mol!1 (January 14–
20, 2005) to analyze the relative contribution of different
CO2 combustion sources. CB and dB were derived from data
in Figure 2 with a 2nd order polynomial and annual
harmonic smoothing function [Thoning et al., 1989], and
were used to directly solve equations 1 and 2. A large
diurnal cycle in the proportion of non-background CO2

derived from gasoline combustion (CG/[CT ! CB]) was
observed (Figure 3). However, sensitivity analyses indicated
that the mass balance calculation was highly sensitive to the
choice of dB: varying dB by only 0.1% resulted in a 20%
change in the estimate of CG. Given that the precision of the
TDL measurements during the study period was 0.2%,
additional constraints were required to have confidence in
our results.
[15] We attempted to compensate for random measure-

ment error by averaging 3-minute TDL measurements over
hourly periods. We also used a Bayesian inversion method
to estimate the unknown quantities, CG, CN, CB, and dB by
assuming the parameters and measured data are random
variables [Gubbins, 2004; Raupach et al., 2005; Tarantola,
2005]. To briefly describe the method, in addition to
equations (1) and (2) and analytical uncertainties in the
measured data CT and dT, we also prescribed prior values
and uncertainties on the parameters CB, CN, CG, and dB
based upon previous studies (see above discussion). A
solution was obtained by minimizing a quadratic cost
function. The quadratic cost function included the model-
data residual (left hand side minus the right hand side of
equations (1) and (2)) and the differences between param-

eters and their prior values. This cost function was scaled by
the analytical uncertainties in the measured data and the
prior parameter uncertainties respectively. For the optimi-
zation, we selected fixed-in-time prior values and errors for
all parameters and fixed-in-time errors on all measurements.
Prior values for dB, CB, %CN, and %CG were specified as
!8.4%, 380 mmol mol!1, 0.5, and 0.5, respectively. We
allowed a 1% error in dB, a 10 mmol mol!1 error in CB, and
an error in CG and CN of (CT ! CB). CT and dT were allowed
a 0.25 mmol mol!1 and 0.25% error to account for TDL
measurement error.
[16] The optimization resulted in slightly higher estimates

for the contribution of natural gas to fossil fuel-derived
CO2 than specifying background dB and CB with midday
measurements, but overall the two approaches yielded
similar results (Figure 3). The posterior reduction in error
on the optimized parameters led to approximately a 25%
reduction in uncertainty estimates (Table 1). For both
calculations, there was a diurnal pattern of relatively larger
contributions of natural gas combustion in early morning,
pre-dawn hours representing about 60–70% of total fossil
fuel-derived CO2, and smaller contributions of about 30–
40% during late afternoon and evening rush hour. This is
consistent with greater natural gas use during cold nighttime
hours and increased gasoline combustion during evening
rush hour. There was also a pattern of decreasing relative
contributions of natural gas combustion over the week-long
measurement period that corresponded to increasing
ambient air temperature. This likely corresponded to
reduced natural gas usage for residential heating during a
warming period. In general, the results agree with monthly
CO2 emissions calculated for Salt Lake County from state
inventory data [U.S. DOE EIA, http://www.eia.doe.gov]
and scaled to the county with demographic data [U.S.
Environmental Protection Agency, 1998]: in January 2005,

Figure 2. Closed symbols: CO2 mixing ratio and carbon
isotope ratio (d13C) measured via IRMS from midday flask
samples collected half-way between solar noon and sunset
on a daily basis over a two year period. Open symbols:
The monthly minimum CO2 mixing ratio and maximum
isotope ratio. Solid lines: A smoothed, annual harmonic
function and second-order polynomial [Thoning et al.,
1989] fitted to the monthly minimum CO2 mixing ratio
and maximum isotope ratio. (top) Dashed line: Smoothed
data from the NOAA CMDL flask monitoring station in
Wendover, Utah [CMDL, 2005]. Vertical lines: Calendar
years.

Figure 3. (top) The percent of CO2 above background
mixing ratios derived from natural gas combustion (versus
gasoline combustion), calculated using equations (1) and
(2) in the text. ‘‘Fixed’’ values refer to the analytical
solution of the mass balance obtained by specifying all
values except CN and CG. ‘‘Optimized’’ values refer to the
parameters obtained via Bayesian inversion. (bottom)
Mean hourly air temperature for the same period. Vertical
lines mark midnight on each measurement day.
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Figure 1. Map of southern California, showing sampling locations
in Pasadena and Palos Verdes (red dots).

and the rising temperature inversion layer allow venting over
the mountains (Lu and Turco, 1994, 1995).

2.2 Samples

Air samples were collected into evacuated 1-liter Pyrex
flasks through Synflex 1300 tubing after passing through
Mg(ClO4)2 to dry the samples. In Pasadena, samples were
collected on alternate afternoons at 14:00 Pacific Standard
Time (PST) using an autosampler, whereas at the Palos
Verdes site samples were collected manually once a week (on
weekend days) between 11:00 and 16:00 PST, and typically
near 14:00 PST. The mid-afternoon sampling time was cho-
sen because this is when the planetary boundary layer tends
to be the deepest and most well-mixed during the day. The
sampling path at each location was purged with ambient air
before collection.
CO2 was extracted from the air samples cryogenically, fol-

lowing the methods described in Newman et al. (2008), with
the amount of CO2 determined manometrically. Then the
�

13C was determined relative to the Vienna Pee Dee Belem-
nite (VPDB) standard (Coplen, 1996) by dual-inlet isotope
ratio mass spectrometry (Thermo-Finnigan MAT 252; Bre-
men, Germany) on each individual sample. After this analy-
sis, the CO2 was frozen into a cold finger and combined with
3–7 other individual samples to create a composite sample
characterizing mid-afternoon air over a 2-week (Pasadena) or
1-month (Palos Verdes) time period for 1

14C analysis. This
differs from the sampling protocol of Affek et al. (2007),
who collected on average two 5L samples per month, ana-
lyzed each sample separately, and then averaged the results
to produce monthly average1

14C values for 2004–2005. We
found that by combining smaller samples collected more fre-
quently (alternate days in Pasadena) our results were less
scattered than in the previous report and therefore give in-
terpretable seasonal variations.114C was analyzed by accel-
erator mass spectrometer at the Keck-CCAMS facility at the
University of California, Irvine, using the methods described

CO2data

pet

bio

ng

ff

bg

xs

mole
fraction δ13C

∆14C

Figure 2. Schematic diagram showing the use of different data sets
for attribution of the sources of CO2 emissions. Mole fractions of
background (bg) and observations are used to determine Cxs (ex-
cess over background/bg); 114C values are used to distinguish Cff
(fossil fuel, ff) and Cbio (biosphere, bio); �

13C compositions are
used to distinguish Cpet (petroleum and/or gasoline, pet) from Cng
(natural gas, ng).

in Newman et al. (2013) and Xu et al. (2007). Analyses of air
from standard tanks calibrated by NOAA (National Oceanic
and Atmospheric Administration) gave errors for CO2 mole
fractions averaging of ±1.4 ppm (1 ppm= 1 µmolmol�1)
(n = 44) and �

13C of ±0.15‰ (n = 30), including extrac-
tion, manometry, and mass spectrometry. Although the un-
certainties in the CO2 mole fractions is much higher than by
spectroscopic techniques, it contributes less than half of the
total uncertainty in Cff, which is dominated by the 1

14C av-
erage error of 2‰, based on long-term reproducibility of sec-
ondary standards (Xu et al., 2007, 2010; Graven et al, 2013;
Miller et al., 2013).

2.3 Calculations

A major goal of this study is the attribution of the sources
of the Cff observed. A schematic figure of the flow of data
used to calculate the portion of the total CO2 that is due to
biosphere respiration (bio) and fossil fuel (ff) combustion,
including burning of petroleum (pet) and natural gas (ng),
is shown in Fig. 2. Mole fractions of CO2 measured at the
two sites and a background site in La Jolla, CA, were used
to calculate the CO2 excess (xs) over background (bg). The
contributions of fossil fuel combustion and the biosphere to
the excess were determined from radiocarbon measurements,
and the fossil fuel component was further broken down into
petroleum and natural gas using �

13C of the CO2. Details are
described below.

2.3.1 Total CO2 emissions and background CO2 mole
fraction

The CO2 excess caused by local emissions at the two sites
was calculated by subtracting an estimate of the background
CO2 mole fraction derived from La Jolla monthly values
(Keeling et al., 2005; Figs. 3 and 4; Supplement). Flask sam-
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interpreted in terms of known processes, such as annual cy-
cles (e.g., IMFs 3 and 4). Following Wu and Huang (2009),
we added random noise equivalent to the error in the mea-
surements to create 300 time series, for which the ensem-
ble EMD (EEMD) analyses were averaged. The EEMD tech-
nique is data adaptive, not assuming any shape for the IMFs.

3 Results and discussion

The purpose of this project was to determine the sources of
Cff in the Los Angeles basin and compare them with bottom-
up inventories and data products from government agencies
and the scientific community. Below, we compare results
of source allocation from the two sites and then examine
the temporal variability at the Pasadena site, with its 8-year
record. Then we compare the results with government in-
ventories and with the high-resolution Hestia-LA emissions
product.

3.1 Spatial variations – comparison of source
attribution at the Pasadena and Palos Verdes sites

The 1

14C time series for the two sites are shown in
Fig. 3c and d, 8 years for Pasadena and 4 years for Palos
Verdes. The two data sets are very different, with Palos
Verdes radiocarbon results being significantly higher than
those in Pasadena except during the winter. However, the
summer months in Pasadena are characterized by 1

14C val-
ues far from background, i.e., depleted in 14C due to dilu-
tion by CO2 produced by burning of fossil fuels containing
none of the radioactive isotope. There are occasional neg-
ative spikes in 1

14C during the winter. Total CO2 excess
(Cxs; Fig. 4), determined as CO2 concentration minus back-
ground, is similarly disparate with respect to timing. The
total enhancement at both Pasadena and Palos Verdes, Cxs,
spikes during winter (up to 65 and 34 ppm, respectively), but
the Pasadena excess also peaks during the summer (up to
43 ppm), whereas Palos Verdes values for Cxs are at a min-
imum during the warm months (3–20 ppm). When the 14C
and Cxs information are combined to calculate CO2 emis-
sions due to fossil fuels (Cff; Eq. (3); Fig. 4), we see sum-
mer maxima for Cff in Pasadena, but not in Palos Verdes.
The spikes in Cxs and Cff during autumn and winter sea-
sons are not the general trend in Pasadena, as evidenced
by the quarterly averages (Fig. 6b). The amount of Cff in
the Pasadena seasonal averages (Figs. 4a, 6b) ranges from
(18.9± 1.2) ppm (winter) to (26.8± 0.4) ppm (summer). In
Palos Verdes, Cff averages (5± 3) ppm during the warmer
months and (12± 5) ppm during the winter months (Fig. 4b).
However, CO2 emissions from the biosphere (Cbio) tend to be
higher during the cooler months at both sites (Fig. 4). Refer
to Sect. 3.2 for more discussion of the biosphere’s contribu-
tion to Cxs in Pasadena.

Figure 6. Attribution of CO2 excess in Pasadena among combus-
tion of natural gas and petroleum and the biosphere. (a) Miller–
Tans slopes for seasonal averages of monthly plots. Error bars are
standard errors of the regression intercepts. (b) Attribution of Cxs
among all three sources (natural gas, petroleum, and the biosphere),
combining the information from1

14C and �

13C, usingMiller–Tans
slopes to determine the relative proportions of petroleum and natu-
ral gas combustion. Error bars are propagated from the errors in the
�

13C intercepts and the 1

14C measurements.

The explanation for the differences in the seasonal cy-
cles of Cxs and Cff at the two sites is probably the different
wind patterns for the different times of year. Figure 7 shows
back trajectories ending at 14:00 PST in Pasadena (Fig. A2
for both sites), calculated using NOAA’s HYSPLIT model
(Draxler and Rolph, 2014; Rolph, 2014), for January and
July 2011. These back trajectories are representative of these
months in all years of this study. Wind directions during July
are from the west-southwest, whereas they are mostly from
the northeast but much more varied during the winter. Thus,
in Pasadena, elevated Cxs and Cff values during the summer
result from air masses traveling across the Los Angeles basin,
picking up emissions and transporting them inland. During
the winter, the airflow is more mixed, resulting in lower av-
erage Cff signals in Pasadena, since a significant proportion
of the winds bring less polluted air from the much less pop-
ulated mountains and deserts located to the north (Santa Ana
winds) (Fig. 7). The summer westerly winds bring ocean air
to the Palos Verdes site, characterized by CO2 mole fractions
and 1

14C very similar to background marine air. During the
cooler months, the Santa Ana winds from the northeast oc-
casionally blow over the LA basin, bringing its emissions to
the coastal site (Fig. 7; Raphael, 2003; Conil and Hall, 2006).
This pattern results in more scatter in the magnitude of CO2
excess observed during the winter at the Palos Verdes site,
than during the summer. Figure 8 shows the average annual
pattern for Cff at the two sites, demonstrating the effect of the
varying wind direction patterns.
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Summary	and	implications

1. CO2xs	≠	CO2fos,	even	in	L.A.
2. Remote-sensing	and	in	situ	approaches	for	urban	

CO2 fluxes	need	to	account	for	biospheric	CO2.
3. CO2bio	varies	throughout	the	year,	and	likely	year	to	

year.
4. Continued	and	widespread	measurement	of	urban	

biosphere	fluxes	will	be	required	to	isolate	the	fossil	
fuel	emissions	signal.

5. CO2fos:CO	ratios	will	also	change	with	time	
requiring	14C	to	be	measured	going	forward.		
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1. Use	of	other	tracers	such	as	CO:
1. How	stable	or	model-able	are	the	Gas-X:14C	ratios?
2. For	example:	a)	Power	plants	and	diesels	have	little	or	no	CO;	

b)	off	road	vehicles	have	lots;	c)	biogenic	CO	can	be	
significant.

3. Generally	in	cities,	emissions	are	not	truly	co-located.
2. Multi-tracer	approaches	may	be	tough	*in*	cities	due	to	poor	

source	mixing but	better	further	away.		This	means	they	may	work	
better	for	megalopoli,	which	is	still	a	worthy	goal.

3. Multi-tracer	approaches	may	work	for	sectoral apportionment	if	
source	signatures	and	their	time	variations	are	known.

4. Dilution	of	emissions	into	concentrations:	50	ppm	CO2	changes	in	
a	day	are	*NOT*	due	to	emissions	changes!

5. ...	But,	can	using	multiple	tracers	help	deal	with	transport	
uncertainties?

Challenges	and	Opportunities
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Other	measurements

• In	situ	Tracers:
– Pollutants	(HCs,	NOx),	halo-carbons,	O2:N2	

• Remotely	sensed	GHGs from:	OCO-2,	-3*,	
GeoCarb*,	Tropomi

• Plant	chorlophyll fluorescence:	same	satellites	
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High	correlation	of	Bio	and	Fossil	components	
consistent	with	co-located	distributed	sources.

• Fossil	fuels	(and	ethanol),	and	
human	population	are	similarly	
distributed	throughout	the	
Basin.

• Urban	ecosystems	may	also	be.
• N.B.:		Correlation	is	analyzed	in	
winter	to	avoid	near	zero	
CO2bio	signal	resulting	from	
net	photosynthesis.
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Nighttime	signals	show	more	biogenic	signal	and	small	
signals	overall.

Differences	may	reflect	
suppressed	
atmospheric	mixing	at	
night	with	lower	fossil	
emissions.
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Same	approach	to	calculate	Bio	
flux

25

-3.00E+00 

-2.00E+00 

-1.00E+00 

0.00E+00 

1.00E+00 

2.00E+00 

3.00E+00 

0 5 10 15

Four	county	bio	flux

M
ic
ro
m
ol
e/
m
2/
s

Month
Annual	mean	=	+	1.87


